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A familiarity with denaturation process is highsignificant in understanding the DNA replicationampulation, and
interactions involving DNA double helix stabilitf¢/e have performed molecular dynamics simulationB3BNA duplex
(CGCGAATTGCGC) at different temperatures. At eaemperature, configurational entropy was estimatgdguthe covariance
matrix of atom-positional fluctuations. By plottinpe configuration entropy versus temperature, aleutated the melting
temperature which was found to be 329.7 K. We aloulated the hydrogen bonding energy and heaciigpfor the atoms
participating in the hydrogen bonding between tivargls of DNA. Moreover, their temperature depecdenwere investigated
to obtain the melting temperature which was foumte 330.9 K. Finally, by comparing the melting parature and the shape of
the transition curve obtained from different methoit is concluded that the stacking interactiofisch the shape of transition
curve, while the hydrogen bonding and columbicriatéons determine the position of the melting péémperature.
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INTRODUCTION properties of macromolecules [1-3]. MD simulation$
nucleic acids have been reported by several groups,
For interacting particles, like atoms in an organi demonstrating results that reproduce the solutiddRNdata
molecule, entropy is both a measure of disordere@p of reasonably well [4-6]. During the past decadesctieulation
coordinates in the accessible phase-space) andrddlation  of accurate free energy differences from molecsilaulations
between the atomic displacements. The conformatiohs has become possible in practice. In contrast, #imhle
macromolecules, such as proteins and nucleic apidg,an estimation of entropies and entropy differenceanfrsuch
essential role in their biological functions. Sindbe simulations is still a difficult task [7-13]. Thesttmation of
configurational entropy is supposed to be quitecialuin  configurational entropy from molecular dynamicgecsories
many functions€.g., DNA denaturation, drug-DNA binding), was first proposed by Karplus and Kushick using a
considerable effort has been devoted to develogipgopriate  quasiharmonic method [14]. The method was formdlate
methods for its evaluation. terms of internal (non-Cartesian) coordinates, Whi@s not
Molecular dynamics (MD) simulations are well sditto  easily applicable. This approach was extended apiieal to
investigate the structural, dynamic, artbermodynamic various biomolecular systems [15-17]. A decade rlate
Schlitter [18] introduced a heuristic formula, bésen
*Corresponding author. E-mail: Parsafar@sharif.edu Cartesian coordinates, to compute an uppemd to the



Izanlooet al.

absolute entropy of a molecule from a simulaticjetrtory.
Calculation of the configurational entropy chandeDbIA is
not currently feasible computationally due to tlwee f the
double helix. Nonetheless, an assessment of
configurational entropy can be made from an MDec&yry
based on the covariance matwxof the Cartesian atom-
positional fluctuations. This method was succes$gsfidsted
for biomolecular simulations of peptide folding [20] and
applied to simulations of protein molten globulates [21].
Recently, Andricioaei and Karplus [22]
guasiharmonic approach to allow for the use of &an
coordinates. One advantage of the approaches lmsdde
covariance matrix of atomic fluctuation, is the gibdity to
compute this quantity for different subsets of atoon even
some degrees of freedom. An analysis of the quasibwic
assumption, corrections for the anharmonicity, thedsecond-
order correlation effects have recently been reubif23].
Alternative formulations were proposed by Schlifte8] and
Andricioaei and Karplus [22], which resulted in yesimilar
entropy estimations [23-26]. We have used the aprdbased
on the covariance matrix of
fluctuations, because it allows not only the caltioh of the
configurational entropy of the entire chain but ocalthe
calculation of the configurational entropy for @ifént subsets
of atoms or degrees of freedom. For example, JaDilenc
et al. only considered the entropy change due to thagéhan
ligand flexibility for calculation of configuratial entropy
change of Netropsin and Distamycin upon DNA minareye
binding [27]. Shang-Te D. Hsuet al. calculated the
configurational entropy changes of HIV-1 Env gpla®,
receptor CD4, and their complex based on threemifft sets
of atoms [28]. Presently, there is a growing inderén
measuring [29-31], calculating [32-38] and ultimate
controlling the changes in configurational entrapybinding.

which suggests that it could be first order [40heTsimplest
strategy for the characterization of DNA denatunais that of
the melting temperaturd,,, the temperature at which half of

thilne melting has taken place.

It is well known that because of polyionic natofeDNA,
solvent counterions are required for its stabilite
performed DNA dynamics simulation in water mediumnthe
absence of any counterions. Surprisingly, at zenzentration
of counterions, a dodecamer DNA duplex appearsetinba

revised themetastable state. MacKerell has reported a noB&lA

simulation with periodical boundaries and a 13 A-affi for
the treatment of long range electrostatic intecadi [41].
MacKerell indicated that stable structures can bkieved
using atom-based truncation schemes for the tredtofethe
electrostatic interactions. Therefore, a significportion of
phosphate charge was neutralized with water madscul
hydrating the DNA. Mazur performed DNA dynamics an
water drop without any counterions and cutoffs giogl
periodical boundary conditions [42]. He concludbdttDNA
dynamics virtually do not change and the fine DNAIsture

atomic mass-weightedemains similar to that observed in other calcalsi and

experiments.

The aim of this study is to investigate the counfagional
entropy, hydrogen bonding (hb) energy, and heaadgpof a
12 base-pairs (bp) segment of DNA at different terapures
to obtain T, Simulations were carried out on a B-form
sequence d(CGCGAATTCGCG), known as Drew-Dickerson
oligomer, which has been extensively studied buoticturally
and theoretically [43], because of containing tmelarlined
EcoRI binding sit (CGCGAATTCGCG) and the central
AATT sequence which constitutes a feature -- spafe
hydration -- stabilizing B-form DNA. We have usecth a
approach which is based on the covariance matriataic
mass-weighted fluctuations, because it allows fbe t

The structure and dynamics of DNA are the key tocalculation of the configurational entropy for @ifént subsets

understanding the biological effects of DNA and éndeen
subjected to extensive theoretical studies fomg libime. One
feature of DNA that has attracted noticeable aitbents its
thermal denaturationj.e., the transition from the native
double-helix B-DNA to its melted form, in which thevo
strands spontaneously separate upon heating [88guse it
provides an example of a one-dimensional phasesitian.
Experiments have shown that this transitionvésy sharp,

of atoms or degrees of freedom. We have computedHth
bond energies (angle and distance dependenciesidaag to
the explicit hydrogen-bond term previously used siome
versions of CHARMM force field. Finally, we shalbmpare
the T, and shape of transition curves obtained from the
configurational entropy, hydrogen bonding energyl &eat
capacity, to scrutinize the impact of differenteirsictions on
the denaturation process.
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COMPUTATIONAL PROCEDURES o

Hac q
MD simulations were carried out in hexagonal eith o Tx o
2 :
H

the periodic boundary conditions imposed on th@bane and - - o=
z-direction. Simulations were run on a B-form semee '1' n’éﬂi
P

d(CGCGAATTCGCG) employing Protein Data Bank (PDB) °— == f?\ i N,

crystal structures (1bna.pdb) [44]. This DNA wadvated U‘bf - 'Dxc_\é{ﬂ - P
with 3626 TIP3P water molecules which allowed fatGA- o o M °=E_°
shell of water around the solute. The MD simulatiwas D__E_D | C/I: N

carried out at seven different temperatures, witheérange of ) Syt

280-400 K with 20 K intervals, in tHdPT ensemble. For each W N 7
system, 7 ns of MD simulation were run. An integmattime E':T_D_
step of 2 fs was used. Each MD simulation was edrout at a D-_E=D rf
constant temperature and pressure (1 atm) usingathgevin +

dynamics. Long range electrostatic interactionsewstarted
using the PME (particle mesh Ewald) approach aecth-off
distance for van der Waals interaction was 12 Al Al
simulations were carried out using version 27 ot th
CHARMM force field [45,46] and the molecular dynamsi

Fig. 1. A portion of primary structure of DNA, only witkwvb
base pairs. Hydrogen bondings (red lbetjveen the
pairs of Adenine, Thymine, Guanined aBytosine

are shown.
program NAMD 2.6 [47]. The cell dimensions were 2.
46.9% 63.9 A. Each system contained 11636 atoms.
ENTROPY CALCULATIONS motion would not remove automatically during the

calculation, fitting procedures are usually adogted]. In this
Configurational entropy calculations were donédi@ing work, however, we did .not apply a Iegst-squarg;r\gtto
. . . . exclude overall translational and rotational magion the
the formulation by Schlitter [18], which providesn a lculati £ th " tional ent 191 che
approximate [23] upper bound to the absolute egt&p caiculation ot the connigurational entropy [19], chese we
would rather calculate the transition curve frontrepy data,
| T so that, if all the rigid body (translation and malérotation)
v BLfE . . .
8 < Ssenivir = 5k In det {l+ W ME} were kept in one data, it would be repeated inditers, as
) ' @ well.

_ _ Figure 1 depicts a portion of the primary struetaf DNA,
wherekg is Boltzmann factorT is the absolute temperature, € only with two base pairs. Four different bases iNADare

is Euler’'s number? is Planck’s constant divided by 2M is  shown in this figure. A stands for adenine, G faagine, C
a MN-dimensional diagonal matrix containing theatomic  for cytosine, and T for thymine. Subsets of atoiet tere
masses of the solute atoms for which the entropglsulated,  ysed in the calculation of the configurational eptr were
and ¢ is the covariance matrix of atom-positional fliations  those that participated directly in hydrogen bondin 5-

with the elements: GCGTTAACGC-3 sequence. For example, O, N and N atoms
\ in guanine. Hydrogen atoms were not included ins thi
oy = {5 — )y — ) (2) calculation because of their high fluctuation amihlg poorly

approximated by the harmonic oscillator. The backband
wherex; is the Cartesian coordinate of atom i, considéned the terminal base pairs exhibited big movementdigily as a
the entropy calculation. Entropy calculations werade on result of their extensive contact with the surrdagdsolvent
trajectory structures save every 1ps. Sithee rigid body molecules, hence, their exclusion from the caldomhat
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RESULTS new region of phase space. Amino acids are flexiste
fluctuations in the configurational entropy aregkr The
The structural stability in molecular dynamics slations  entropy increases within the temperature range86f400 K,
is often characterized by the RMSD of atomic possifrom a  but the increase within the range of 320-340 Kigmificantly
suitable reference structure. The calculated RM8Dsome  bigger than that for the other ranges.
temperatures are presented in Fig. 2. On the hsihis The convergence of entropy can be easily seengn3
figure, we consider the initial time of 2000 pscisecond) after some period of time. We have shown the doyiilim
needed to reach the equilibrium state. As showFign2, itis  entropy for each temperature with a point in Figbdt the
obvious that the RMSD values increase with tempegat line, which is fitted them with a mathematical medh(Spline
We have calculated the entropy on the basis of thestimation and cubic constrained algorithm with the
approach described in the previous section. Figugieows the coefficient of determinatiof® = 1), is simply drawn to guide
configurational entropy for the DNA segment at eiffnt the eye. This is a transition curve which resemalésst order
temperatures. The fluctuations in entropy are iatie of the  phase transition curve. Inflection point of this\amiturned out
exploration of phase space by the DNA; each jungmepup a to be 329.7 K which was the melting temperatue the DNA
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Fig. 2. Atom-positional RMSD of trajectory structures frahe initial structures within 7-ns simulationsgaten
temperatures.
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Dickerson DNA in water medium.
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Fig. 4. The calculated configurational entrogy T to
estimate the melting temperature oleiifnom
simulation. The simulation data ardefitby a
cubic constrained spline withe 1.

segment used in the simulations. We put the segmemater
medium without adding any cations. Therefore, Coudo
forces among phosphate groups were present. Théngel
temperature experimentally measured for Dickershif\vas

100

340
T (K)

360 380 400

Fig. 5. Fraction of denatured basel {s. temperature.
The points are connected to eadterdiy spline
estimation method and cubic constraalgdrithm

WithR? = 1.

results are depicted in Fig. 5. This curve was sunag
broader than its experimental counterpart, paidulin the
shoulder regions of the curve, because in simulati@re is
some arbitrariness in the molecular level for tk@mition of

341 K [48] in the presence of 1 M NaCl. Hence, thebase pairing which influences only the shape ofctiree, but

significance of Columbic interactions is obviousdathe
counterions stabilize it by neutralizing the negattharges of

not the melting temperature [50]. Based on thaurve, the
melting temperature obtained was 330.9 K which was

DNA, so, the 11 K difference im,, between the experimental insignificantly different from the value 329.7 Kalculated
and simulation data may be attributed to the segmerirom the configurational entropy (see Fig. 4).

stabilization by counterions.

We may calculate the hydrogen bonding energy &meb

The entropy jump shown in Fig. 4 is related to thepairs between two strands of DNA, that is, for teme

disruption of interactions (H-bond and stackingemttions)
between base pairs. Therefore, two strands of DdFaated
out from each other at high temperatures. As the stkands
become further apart, water molecules can peneimatethe
interbase gaps and it may become energeticallyréée to
form H-bond with water molecules rather than betwége
strands [49], which leads to an increase in entropy

Hydrogen Bonding Potential

For the stability of H-bond, two factors are imamt: the
distance between donor-acceptor must be less thaar®l the
angle of donor-H-acceptor must be approximately®16Q].
At each temperature, we calculated the averageartdist of
donor-acceptor and the average angle of donor-ldpoc.
Then, by taking into account the factors mentioakdve, the
fraction of denatured base-pairf, was calculated. Such
calculations were done at seven differentpematures; the

selected atoms used to calculate the configurdtiengopy.
We may use the functional form of the hydrogen bond
potential energy as follows [51]:

3)

= :[ Ae - 84]0034(9AHD)C082(9AAAD )SN(rAD ) HAHD) (

r.AD r.AD

where atoms AA, A, H, D denote acceptor antecedent,
acceptor, hydrogen, and donor heavy atom, resgbgtiwhile
-B%4A and §/2a/B are the well depth and optimal distance,
respectively. Table 1 represents values of thenpaters for
the hydrogen bonding in nucleic acids [51]. Switghi
function SW, is applied to steadily decreaskg (hydrogen
bonding energy) to zero beyond a cut-off distar@A) and
angle 0anp > 160°). We may measure the average distances
and angles and then calcul&g from Eq. (3).

Figure 6 showg;,as a function of temperature. This curve

713



Calculation of Melting Temperature and Transiticur

Table 1. The Values of Parameters for Hydrogen Bonding icldia Acids,
Taken from Reference [44]

Donor Acceptor Emin (kcal mol?) R (Emin) (A)
N N -5.00 3.0
N 0] -4.90 2.9

Table 2. The Equilibrium Entropy and Hydrogen Bonding Ene€yyly for Atoms Involving
in the HydesgBonding Between two Strands, at Different Terapges

T(K) S(J K*mor?) Enp (kcal molt)
280 2075.773 15938.43
300 2115.486 13307.68
320 2107.030 11129.59
340 2437.143 6881.945
360 2448.938 3612.439
380 2443.025 1735.651
400 2452.650 0

o~ 300
£~ 15000 5 o5 |
= £
£ 10000 o 200 F
S, f 150
4 [+
= 5000 S 100
ujé = 5ot
0 1 1 1 1 6 0 1 1 1 1 1
280 300 320 340 360 380 400 280 300 320 340 360 380 400
T (K) T (K)

Fig. 7. The calculated isochoric heat capaeiytemperature
for the thermal denaturation of DNAoletule, the
melting temperature is roughly at 33K.

Fig. 6. Hydrogen bonding energig. temperature.

is somehow similar to a first order phase transittwrve, strands. The computed values f8rand E,, at different

except for its smooth change aroufg It is probably due to temperatures are summarized in Table 2. Figureowshhe

the hydrogen bonding criteria. heat capacitys. temperature -- the data at each temperature
Heat capacity can be computed on the basis ddire specified with a point. It is almost like asfiorder phase

C, = (OEw/07). We have calculate8 and En, merely for the  transition curve and its maximum point was found&o330.9

atoms which contribute to the hydrogen bonding ketwtwo K.
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DISCUSSION

Molecular Dynamics simulation was carried out twe t
Drew-Dickerson oligomer with
sequence and B-form structure. The simulations wenein
NPT ensemble for 7ns at seven different temperaturtsny
280-400 K with the 20 K intervals. Then,
temperature, the configurational entropy was cated by
Schlitter formula (see Fig. 3). The transition @irwas
computed on the basis of configuratinal entropge (Big. 4).
This curve shows a sharp slope at the transitiorpéature
(at which 50 percent of interstrand hydrogen bobdsak
apart) and, in this regard, is similar to a firstler phase
transition. Schlitter formula is merely used foretlatoms
participating in the interstrand hydrogen bonding&e have
used the distance A-D < 3 A and the angle A-H-D60°1
criteria for hydrogen bonding to obtain the franotiof
denatured base paif,((see Fig. 5). Thécurve had a jump at
transition temperature which was relatively broatthemn that
of entropy curve. The transition temperature thas wbtained

configurational entropy, shown in Fig. 4, both nonded
stacking and hydrogen bonding interactions werenaikto
account. For this reason, the temperature-jumipeatransition

d(CGCGAATTCGCG) was sharp, and very much similar to the experimemt.the

contrary, in the calculation of hydrogen bondingrmgy, and
its contribution taC,, shown in Figs. 6 and 7, respectively, the

for eachformer interactions were excluded. For this reastre

sharpness inE,, and the maximumC, at the transition
temperature were much smoother than those observed
experimentally.

In summary, we may conclude that the columbic
interactions displace the melting point, wherelas o bonded
stacking interactions affect the sharpness of gnamgl heat
capacity at the transition temperature of the DNA.

We have performed DNA dynamics simulations in wate
medium in the absence of any counter ions. DNA iktab
under these conditions indicates that a signifiqeortion of
phosphate charge neutralization is performed by vilager
molecules hydrating the DNA. The stabilization dii® due
to counter ions awaits investigation.

from thef curve and the entropy curve was found to be 330.9

K and 329.7 K, respectively. Dickerson DNA was isepure
water medium, so its high melting point temperatwas a
criterion for stability of Dickerson DNA. We may rclude
that the spine of hydration phenomena stabilizesk&son
DNA. We have excluded the counter ions from simatabox
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simulation melting points 341 K and 329.7 K, respety.
The presence of counterions in neutralizing theatieg
charges of the DNA is of significance
stabilization, because their presence increases, iy about
11 K.

We have calculated the average distance for A-D an[2]

average angle for A-H-D and AA-A-D, to obtain thgdlogen

bond energy,E., (see Fig. 6 and Table 2) at different [3]
temperatures. Thé&;, also shows a jump at the transition

temperature but with a slightly broader and stelaelyavior.
Finally, the hydrogen bonding energy was used toutate
the isochoric heat capacity, for which the resates shown in
Fig. 7 and the melting temperature was found t83@9 K.
The interstrand interactions are distrupted by riedting
[47]. Both nonbonding stacking and hydrogen bondiage
part in the helix stability. Therefore, both intetians are
weakened by the melting. In the coldtion of the

in the DNA
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