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ABSTRACT

An interesting problem in digital forensics is that given a
digital image, would it be possible to identify the camera
model which was used to obtain the image. In this paper
we look at a simplified version of this problem by trying to
distinguish between images captured by a limited number
of camera models. We propose a number of features which
could be used by a classifier to identify the source camera
of an image in a blind manner. We also provide experimen-
tal results and show reasonable accuracy in distinguishing
images from the two and five different camera models using
the proposed features.

1. INTRODUCTION

In the analog world, an image (a photograph) has generally
been accepted as a “proof of occurrence” of the depicted
event. In today’s digital age, the creation and manipulation
of digital images is made simple by digital processing tools
that are easily and widely available. As a consequence, we
can no longer take the authenticity of images, analog or dig-
ital, for granted. This is especially true when it comes to
legal photographic evidence. Image forensics, in this con-
text, is concerned with determining some underlying fact
about an image. For example image forensics is the body of
techniques that attempt to provide authoritative answers to
questions such as:

• Is this image an ”original” image or was it created by
cut and paste operations from different images?

• Was this image captured by a camera manufactured
by vendor X or vendor Y?

• Did this image originate from camera X as claimed?
At time Y? At location Z?

• Does this image truly represent the original scene or
was it digitally tampered to deceive the viewer? For
example, was this coffee stain actually a blood stain
that was re-colored?
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• Was this image manipulated to embed a secret mes-
sage? That is, is this image a stego-image or a cover-
image?

The above questions are just a few examples of issues
faced routinely by investigation and law enforcement agen-
cies. However, there is a lack of techniques that could help
them in finding authoritative answers. Although digital wa-
termarks have been proposed as a tool to provide authentic-
ity to images, it is a fact that the overwhelming majority of
images that are captured today do not contain a digital wa-
termark. And this situation is likely to continue for the fore-
seeable future. Hence in the absence of widespread adop-
tion of digital watermarks, we believe it is imperative to de-
velop techniques that can help us make statements about the
origin, veracity and nature of digital images.

The problems faced in Image Forensics are extremely
difficult and perhaps even hard to formulate in a clean and
simple manner. In this paper we look at one of the questions
above, that is, given an image can we determine the model
of the digital camera that was used to capture the image.
This is a question that could be often faced during an in-
vestigation. Although information about the camera model,
type, date and time of the picture are all saved by the camera
in the header of the JPEG image, it is not possible to authen-
ticate them. There has been some prior work on identifying
the camera used in acquiring a given image [1]. The identi-
fication is based on camera characteristics such as defective
pixel locations, noise level, image format, and image head-
ers. However such approach is different from the proposed
technique in this paper, since it requires the original camera
used in image acquisition for evaluation.

The rest of this paper is organized as follows. We start
by giving a brief introduction to digital cameras in Section
2. In Section 3, we propose an approach based on feature
extraction and classification for the camera source identifi-
cation problem by identifying a list of candidate features.
Experimental results for the two camera case are provided
in Section 4. We discuss future work and conclude in Sec-
tion 5.



G

G

G

G

G

G

G

G

G

GG

G

G

G G

G

G

R

G RR

R

R

RR

B

RR

B

B

B

B B

B B B

M

M

Y

Y

M

Y

Y

M

Y

MM

Y

M

Y Y

M

Y

G

M GG

G

G

GG

C

GG

C

C

C

C C

C C C

(a)

(b) (c)

Lens

Filter
CFA ProcessingDetector

Fig. 1. (a) Major stages of processing in a camera pipeline.
(b) CFA pattern using RGB values. (c) CFA pattern using
YMCA values

2. DIGITAL CAMERAS

Although much of the details on the camera pipeline are
kept as proprietary information of the manufacturer, the gen-
eral structure and sequence of stages in the camera pipeline
seem to be the same in all digital cameras. To set the context
for the work presented in later sections, in this section we
briefly review the more important stages in a digital cam-
era pipeline. It should be noted that most of the discussion
in this chapter is inspired from the introduction to digital
cameras by Adams et. al. [2].

The basic structure of a digital camera pipeline can be
seen in figure 1(a). After light enters the camera through the
lens, a set of filters are employed, the most important being
an anti-aliasing filter. The CCD detector is the main com-
ponent of a digital camera. The detector measures the inten-
sity of light at each pixel location on the detectors surface.
In the ideal case, a separate CCD would be used for each
of the three color (RGB) channels, but then the manufactur-
ing cost would be quite high. A common approach is to use
only a single CCD detector at every pixel, but partition it’s
surface with different spectral filters. Such filters are called
Color Filter Arrays or CFA. Shown in part (b) and (c) of Fig-
ure 1 are CFA patterns using RGB and YMCG color space
respectively for a 6 × 6 pixel block. Looking at the RGB
values in the CFA pattern it is evident that the missing RGB
values need to be interpolated for each pixel. There are a
number of different interpolation algorithms which could be
used and different manufacturers use different interpolation
techniques.

After color decomposition is done by CFA, a detector is
used to obtain a digital representation of light intensity in
each color band. Next a number of operations are done by

the camera, these operations are depicted by the big proces-
sor block shown in the figure 1, which include color inter-
polation as explained before, gamma correction, color pro-
cessing, white point correction, and last but not least com-
pression. Although the operations and stages explained in
this section are standard stages in a digital camera pipeline,
the exact processing detail in each stage varies from one
manufacturer to the other, and even in different camera mod-
els manufactured by the same company. In the next section
we will introduce a number of measures which try to cap-
ture these differences, and help us in classifying the images
originating from a number of cameras.

3. IDENTIFYING MEASURES

One approach to the camera model identification problem
is to determine a set of features that designate the charac-
teristics of a specific digital camera, and then use those fea-
tures to classify obtained images as originating from a spe-
cific camera. Although the color image construction process
may vary extensively within different makes of digital cam-
eras [2], however, it is our belief that the output image is
effected greatly by the following two components:

1. CFA configuration and the demosaicing algorithm

2. The color processing/transformation

As a result of such processing the signal content of the RGB
bands will exhibit certain traits and patterns regardless of
the original image content. In order to capture the differ-
ences in the underlying color characteristics for different
cameras we would need to examine the first, second, and
possibly higher order statistics of the digital images pro-
duced by these cameras. Below we propose a total of 34

features as candidates that would aid in the classification of
cameras by make and model:

• Average pixel value This measure is based on the gray
world assumption, which states that the average val-
ues in RGB channels of an image should average to
gray, assuming that the images has enough color vari-
ations. Thus the features are the mean value of the 3
RGB channels (3 features).

• RGB pairs correlation This measure attempts to cap-
ture the fact that depending on the camera structure,
the correlation between different color bands could
vary. There are 3 correlation pairs, namely RG, RB
(3 features).

• Neighbor distribution Center of mass This measure is
calculated for each color band separately by first cal-
culating the number of pixel neighbors for each pixel
value, where a pixels neighbor are defined as all pix-
els which have a difference of value of 1 or -1, from



the pixel value in question. The obtained distribution
gives us an indication of the sensitivity of the camera
pipeline to different intensity levels. We have seen
that for a similar image two different cameras have a
very similar distribution but one is the shifted version
of the other. So we calculated the center of mass of
the neighborhood plot to catch that shift as a measure
(3 features).

• RGB pairs energy ratio is important because it is used
in the process of white point correction which is an
integral part of a camera pipeline. The calculated fea-
tures (3 features) are: E1 =

|G|2

|B|2 , E2 =
|G|2

|R|2 ,E3 =

|B|2

|R|2 .

• Wavelet domain statistics Inspired by Farid’s work
[3], we decomposed each color band of the image us-
ing separable quadratic mirror filters and then calcu-
lated the mean for each of the 3 resulting sub-bands
(9 features).

In addition to color features, different cameras produce
images of different “quality”. For example, we commonly
notice quality difference between two camera models when
images obtained by them are examined visually. For ex-
ample images obtained by one camera may be sharper but
look darker. On the other hand images obtained by another
camera may have better lighting and better color quality but
are not as sharp as the images obtained by the fist camera.
These visual differences that we commonly see motivated
us to employ a set of Image Quality Metrics (IQM) as fea-
tures to aid in distinguishing between cameras.

Image Quality Metrics are of utmost importance in pro-
viding quantitative data on the quality of a rendered image
[4]. IQM’s have also been used previously by Memon et
al. [5] in the steganalysis problem to distinguish between
a set of clean and stego images. We used the same set of
IQM’s for our studies in this paper. We can categorize the
set of IQM’s used into three classes based on how the varia-
tion between the filtered and original image is measured (13
features):

• the pixel difference based measures (i.e. mean square
error, mean absolute error, modified infinity norm);

• the correlation based measures (i.e. normalized cross
correlation, Czekonowski correlation);

• the spectral distance based measures (i.e. spectral
phase and magnitude errors).

4. EXPERIMENTAL RESULTS

In order to see the effectiveness of the proposed measures
in classifying images originating from a digital camera, we

Fig. 2. The left image was obtained using the Sony DSC-
P51, and the right image was obtained by Nikon E-2100.

conducted a number of experiments. In the first experiment,
two different camera models were used, a Sony DSC-P51
and a Nikon E-2100. Both cameras have a resolution of 2
Megapixels. The pictures were taken with maximum reso-
lution, size of 1600 × 1200, no flash, auto-focus, and the
other settings set to the default values. Pictures were taken
from the same scene by the two cameras. This is important
since for example if one camera was used to take pictures of
natural scenery and one camera was used to take pictures of
buildings and urban scenery then we might be really detect-
ing the difference in textures of images and not properties
due to the camera source.

A picture data set was made by taking 150 pictures with
each camera from both inside the university campus build-
ings as well as other sceneries in New York City; an exam-
ple is presented in figure 2. Since the Nikon camera had a
slightly wider lens, the lens was slightly zoomed at times
in order to get the same picture frame as the Sony camera.
Only optical zoom was used so that there would be no ef-
fects on any of the proposed measures. After collecting the
data set, the proposed measures were calculated for each
image. A SVM classifier was used in order to see the ef-
fectiveness of the proposed features. There are a number of
SVM implementations available publicly, and we have used
the LibSvm [6] package. A radial basis kernel was used.
The following steps were taken in order to design and test
the classifier:

1. 2/5 of the 300 images were used in the classifier de-
sign phase.

2. The obtained classifier was then used to classify the
previously unseen 3/5 of the images.

3. The training and testing steps explained above were
repeated 100 times, with a random subset used in each
step, in order to see the average classification accu-
racy.

The average accuracy obtained was 98.73%, and the
corresponding confusion matrix could be seen in table 1.
In the process of our experiments we also noticed that the
quantization table used by each camera was different, fur-
ther it does also vary from one image to another even with



the same camera. Therefore we re-compressed all images
with compression quality set to 75, and then recollected the
statistics from the images, designed, and trained the clas-
sifier again. The average accuracy was 93.42%, the corre-
sponding confusion matrix could be seen in table 2.

Table 1. The confusion matrix for 2 camera identification
case.

Predicted
Nikon Sony

Actual Nikon 99.88 0.12
Sony 2.4 97.6

Table 2. The confusion matrix for 2 camera identification
case after re-compressing the images with JPEG compres-
sion quality set to 75.

Predicted
Nikon Sony

Actual Nikon 96.08 3.91
Sony 9.25 90.74

In the second experiment we wanted to see how the pro-
posed features preform when considering more than two
cameras, we obtained 150 images from 3 different models
(S100, S110, and S200) of Canon Powershot camera. The
images were acquired randomly from the Internet and con-
sist of different sceneries. These 3 models have the same
resolution of 2 Megapixels and the images from them have
the same size of 1600 × 1200 (same as the previous 2 cam-
eras studied). However the exact setting used at the time of
capture was not known to us. The proposed statistics were
collected for the images obtained from the 3 new cameras,
and then a multi-class SVM was used to classify data from
all of the 5 different camera models, with the same design
and testing stages discussed previously. The average accu-
racy was 88.02%, the corresponding confusion matrix could
be seen in table 3. However, we should note that the size and
texture diversity of data set being used in the case of 5 cam-
eras, need to be improved for more accurate performance
results.

5. CONCLUSION AND FUTURE WORK

In this paper we examined the problem of identifying the
source camera of a digital image. Although the problem
stated in its full generality is difficult, we looked at a sim-
plified version of the problem where we would like to dis-
tinguish between images from a limited number of camera
models. As one possible solution we proposed a number
of features which could be used in classifying a digital im-
age as originating from a set of digital cameras. A classi-

Table 3. The confusion matrix for 5 camera identification
case.

Predicted
Nikon Sony Canon Canon Canon

(S110) (S100) (S200)

Actual

Nikon 89.67 0.22 4.77 1.64 3.7
Sony 3.56 95.24 0.31 0.34 0.53
S110 7.85 0.6 78.71 4.78 8.04
S100 3.14 0.32 3.57 92.84 0.11
S200 5.96 2.27 7.88 0.23 83.63

fier based on these features was then used to see how well
the measures could classify the images originating from two
cameras used in our experiments. We were also able to
achieve acceptable accuracy results after the images were
re-compressed.

We also showed experimental results with 5 different
camera models. Although initial results were encouraging,
the true value and performance of the proposed feature set
in identifying the camera model would be known when a
larger image data set is used. Such a data set needs to be
large enough so that the images available from each camera
model cover a large range of texture and scenery. Another
important research direction is to improve the proposed fea-
tures which in turn could increase our classification accu-
racy.
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