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Abstract—Huge amount of energy consumption, the cost of this usage and environmental effects have become serious issues 
for commercial cloud providers. Solar energy is a promising clean energy source, to provide some portion of the Internet data 
center’s (IDC’s) energy usage which can reduce environmental effects and total energy costs. Moreover, due to the high energy 
consumption of the cooling system, considering cooling power in job scheduling can provide efficient solutions to reduce total 
energy consumption. In this paper, we investigate the problem of minimizing the energy cost of an IDC and propose an 
algorithm which schedules heterogeneous IDC workloads, by considering available renewable energy, cooling subsystem, and 
electricity rate structure. We evaluate the effectiveness and feasibility of our algorithm using real and synthetic workload traces. 
The simulation results illustrate how our proposed solution reduces data center energy cost by up to 46% compared to previous 
solutions. Moreover, results show that our solution is capable of reducing energy cost of data centers under different weather 
conditions, and rate structures.   
Index Terms— Internet data center (IDC), Energy cost, Free cooling, Renewable energy, Uninterruptible power supply.  

——————————      —————————— 
1 INTRODUCTION

HE scale of Internet Data Centers (IDCs) is increasing to meet the skyrocketing demand for IT applications and cloud services. In this regard, high energy consump-tion, the cost of this usage and environmental effects are critical issues that have received much attention in recent years. Estimated annual electricity costs of many IDC op-erators is more than $30 million [1] and in large IDCs, about 41% of the total operating costs is due to energy costs [2]. These costs and environmental effects of brown energy, motivate IDC owners to use renewable energy as much as possible. Some popular data centers such as Google [3] and Apple [4] have become pioneered in using renewable energy (Solar/Wind) up to 30% and 93% re-spectively, which is a huge improvement both economi-cally and environmentally. In a data center, resources must be cooled properly to ensure availability and reliability. This cooling process needs up to 30-50% of the total energy consumption of the data center [5, 6]. The most common cooling method in IDCs is mechanical air conditioning which requires considerable amounts of energy. Cooling energy consumption can be drastically decreased by using free cooling techniques. Airside free cooling technique uses outdoor air as a cold source for cooling and draws it in-

side directly [7]. The efficiency and applicability of airside free cooling are limited by moisture and impurities of the air. Furthermore, free cooling energy saving is highly sen-sitive to outdoor temperature variations so that, 2°C de-crease in outdoor temperature can increase free cooling energy saving about 2-8% [8]. Thereby, in order to control the aforementioned dependencies to weather conditions, a parallel cooling scheme must be added to satisfy availa-bility and reliability of the data center.  Workloads of the data centers are divided into two categories, service jobs, and batch jobs. The first one con-cerns about jobs that must be serviced in short time to satisfy predetermined Quality of Service (QoS). The sec-ond one is about the jobs with non-critical response time, where their process can be postponed according to the deadline, situation, and goal parameters of the scheduling algorithm. One opportunity to reduce data center energy cost is workloads scheduling, both temporally and spa-tially. There is an extensive research on workload sched-uling in data centers. We know that, scheduling should guarantee Service Level Agreements (SLAs). Therefore, an important problem is scheduling and allocating service and batch jobs in a manner that resources are utilized efficiently, SLAs are met, and the total IDCs cost ap-proaches to a reasonable minimum [9-15].  In common works on workload scheduling in green IDCs, jobs are scheduled based on the availability of re-newable energy [9, 13, 16]. On the other hand, some thermal-aware scheduling approaches have been pro-posed based on minimizing the cooling energy consump-tion [10, 17]. Moreover, several studies, especially on geographical 
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distributed IDCs, explore the variety of rate structures to decrease the total energy cost of the data centers [18, 19]. Due to the variable nature of renewable energies, it is expected that scheduling algorithm postpones batch jobs to times with higher available renewable energy. Howev-er, this expectation may be changed by considering cool-ing power and energy storage system. Based on this fact that, all above mentioned parame-ters affect the total energy cost of the data center, in this paper we propose an approach to overcome the draw-backs of the existing approaches in scheduling heterogo-nous workloads of the data center. The proposed ap-proach is a three-step algorithm that schedules heteroge-neous workloads in a green data center, powered by solar energy and grid, cooled by free cooling and mechanical chiller system. In the first step of this algorithm, available solar energy and incoming workloads are predicted. In the second step, the service job scheduling module allo-cates service jobs to the resources in a way that SLA can be guaranteed, and available resources for a predefined period of time are specified. Indeed, service jobs are act-ing as a baseline changing along the time. Considering service jobs helps to model a real data center, where available resources to run the batch jobs change along the time, which leads to an accurate evaluation of the algo-rithms. In the third step, the used amount of available solar energy, and batch job scheduling will be determined in order to minimize the total energy cost, considering a multi-electricity-market environment. In most IDCs where the availability is important, there is Uninterruptible Power Supply (UPS) system with bat-teries to be used in the grid failure situation. These sys-tems can be placed in a centralized or distributed manner, which there are real cases for each of these strategies [20, 21]. This energy storage is a power backup and is unused most of the time, thus it can be used beyond its original role. In [22] and [23], UPS has been applied to decrease the peak power consumption, and to save renewable en-ergy, respectively. We investigate using distributed UPS system alongside with our proposed algorithm, in order to decrease energy cost, in two different scenarios de-scribed in Section 3.2.4.  In some previous works, the scheduling problem has been treated as an optimization problem and solved by known solutions like simulated annealing and other con-vex optimization solutions [9, 24]. Using optimization methods leads to more appropriate solutions; however, the main weakness of these approaches is their long run times especially for complicated problems.  The main contributions of this paper are as follows: 1) We propose a low-complexity algorithm to manage both service and batch jobs by considering the existence of renewable energy and free cooling, simultaneously. Furthermore, we investigate the effect of the weather condition on the efficiency of the proposed approach.  2) As many current IDCs are powered by both renew-able and electrical grid, we consider both resources in workloads scheduling in order to minimize the total en-ergy cost. Moreover, the proposed algorithm is feasible 

for any electrical rate structure and energy prices.    3) As emergency situations and consequently UPS bat-teries discharging, happen rarely, we investigate the us-age of a UPS system beyond its main purpose, to decrease the total energy cost of an IDC.      4) The effectiveness of the proposed algorithm is eval-uated using an in-house simulator tool written in C++. Sim-ulation results demonstrate that our proposed algorithm reduces the total energy cost and energy consumption by up to 46% and 9%, respectively. The results of simulations for different weather conditions and rate structures show that the efficiency of our solution is independent of the used parameters (see Section 3). Furthermore, our results for synthetic benchmarks illustrate how our proposed approach distributes batch jobs along all 24-hour period, as much as possible. Finally, the results presented in Sec-

TABLE 1 NOTATIONS 
Notation Description 

C(t) Total energy cost at time slot t 
P(t) Electricity price at time slot t 
IT(t) IT computing equipment power consumption at 

time slot t 
ITmax Maximum allowed IT power to preserve IT re-

sources from damage 
CL(t) Cooling equipment power consumption at time slot 

t 
CLair-side(t) Air side economizer power at time slot t 
CLchiller(t) Mechanical chiller power at time slot t 

α Constant coefficient of the air side economizer 
COP Coefficient of performance of the chiller 
TS Desired temperature after cooling 

Coefpeak(t) Coefficient of peak power obtained from the grid at 
time slot t 

S(t) Total charging power for the batteries at time slot t 
SU(t) Total discharging power for the batteries at time 

slot t 
bch(t) Whether the battery at time slot t is charging or not 
bd(t) Whether the battery at time slot t is discharging or 

not 
PVmax Maximum solar power capacity 
PV(t) Predicted solar power for time slot t 

usedPV(t) Used solar power for IT or cooling resources at 
time slot t 

PVmax(t) Predicted solar energy under sunny conditions for 
time slot t 

PVsold(t) Sold  solar power at time slot t 
PVprice(t) Solar energy  price at time slot t  

CC(t) Percentage of cloud cover predicted for time slot t 
G(t) Total used grid power at time slot t 

{SN} All of the incoming service jobs at the predefined 
time period t1-t2 

{BN} All of the incoming batch jobs at the predefined 
time period t1-t2 

SN Number of All of the incoming service jobs at the 
predefined time period t1-t2 

BN Number of All of the incoming batch jobs at the 
predefined time period t1-t2 

M Number of time slots of predefined time period t1-t2 
{H} The set of all the hosts of the data center 
K Number of hosts 
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tion 3.3.4 show that utilizing UPS system along with the proposed approach, decreases energy cost by up to 4.4%.  The rest of this paper is organized as follows. Basic concepts, data center structure and problem formulation are introduced in Section 2. This section also represents our proposed algorithm. Section 3 evaluates the proposed algorithm with various case studies. The conclusion and future works are provided in Section 4. 
2 SYSTEM MODEL AND FORMULATION 
2.1 Data Center Structure 
The data center contains a substantial amount of re-
sources including a number of servers, batteries, cooling 
subsystem, network infrastructure, and power utility sys-
tem. As mentioned before, UPS system in IDCs can be in 
the form of distributed, centralized or an intermediate 
level. In this paper, we consider a distributed UPS system 
depicted in Fig. 1. However, our solution is applicable to 
any UPS system placement approach. The applied cooling 
system includes free cooling and a chiller based system. 
Clearly, free cooling approaches are not actually free be-
cause they need a non-negligible amount of energy and 
an initial infrastructure. The assumed cooling approach is 
discussed in detail in the next section.   

As the network is not in the scope of this paper, we have not shown it in the supposed data center structure. Data center power is provided by solar and grid energy. Morover, a diesel generator (DG) is employed as a back-up power used in emergency situations. The whole sys-tem structure is illustrated in Fig. 1. For the sake of clarity, Table 1 lists the key notations used throughout this paper. 
2.2 Workload Model 
Let {SN} and {BN} represent the set of service and batch jobs that have to be scheduled at time slot t, respectively. These jobs include the jobs that arrive to the data center at the time slot t and the previously submitted jobs, which have not been scheduled yet. To keep it simple, we as-sume that all jobs arrive to the data center at the begin-ning of the time slots. The jth job which arrives to the data center at time slot t can be characterized by its resources requirement as well as its specifications. For this purpose, we introduce the tuple (j, Tj, t, CPUj, Memj, Rj), where CPUj and Memj represent computation resources and 

memory demand of the job, respectively. Also, Rj denotes the total number of time slots that are needed to finish the job (in the case of allocating all requested resources). The binary parameter Tj stands for the type of the job which can be zero for service jobs or 1 for batch jobs. In this pa-per, for the service jobs, we consider any delay in assign-ing the job to the servers as SLA violation. However, the batch jobs must be finished within a 24-hour time period after the submission time (see Section 2.4 for more details about the deadlines).    
2.3 Cooling System 
Current rapid increase in computing in data centers has 
resulted in an increase in the data center power density. 
Thereupon, an important challenge in optimizing IDCs is 
to minimize the requirements of the cooling system and 
its energy consumption.  

A typical cooling system in a data center is the air con-
ditioning system (Heating, Ventilation and Air Condi-
tioning: HVAC). HVAC’s main infrastructure that con-
sumes power, consists of a chiller unit to chill the coolant 
material (water or air) and a circulation structure to direct 
cool air into the servers and remove heat from them [25]. 
The baseline case contains the computer room air condi-
tioning (CRAC) units that are placed on the room floor. 
Hot air enters the top of the CRAC units and the cold air 
enters the room from the floor.  

An effective technique to reduce cooling power is free 
cooling. In free cooling techniques, outdoor cool air is 
used instead of air which is cooled by chillers. Free cool-
ing techniques include two categories, water-side free 
cooling, and air-side free cooling. In water-side free cool-
ing, water is cooled by outdoor air and in air-side free 
cooling, outside air with a lower temperature than indoor 
is used to remove heat from servers directly.  

Although free cooling is a highly effective way to im-
prove IDC energy efficiency, its required weather condi-
tion leads to an integrated approach, where a reliable me-
chanical cooling system is available parallel to the free 
cooling system [26].  In this paper, we integrate air-side 
economizer, as a free cooling system, with the mechanical 
chiller. Chiller will be used if air side economizer is not 
sufficient to cool the data center. The air-side economizer 
scenario needs Air-Handling Units (AHU) to provide 
outdoor air for cooling.   

Air-side economizer power consumption is the power 
consumed by the blower to direct the cool air into the 
server room. According to the fan basic laws [27], the 
blower power consumption is a cubic function of the 
blower speed [26]. On the other hand, the blower speed is 
proportional to the outside and inside temperature differ-
ence, where the inside temperature is a function of IT 
power. Hence, the air-side economizer power can be es-
timated by a cubic function of the IT power, as [24, 26]:  

3
air sideCL (t) IT(t)                                                     (1) 

…

…

Power Utility

IT
Infrastructure

`
`

Cooling
System
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Free Cooling 
equipments 

[16]

 Fig.  1.  A typical data center power, cooling and IT infrastructure 
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where α is a coefficient that is proportional to the efficien-
cy constant (Efficiency) and follows an inverse trend to 
the outside and inside temperature difference (ΔT): 

3Efficiency / T                                                             (2) 
The mechanical chiller power consumption is a func-tion of IT power and is given by [28, 29]: 
chillerCL (t) IT(t) / COP                                                      (3)     

The coefficient of performance (COP) in Equation (3) is the ratio of the amount of the removed heat by the CRAC unit to the total energy consumed by CRAC [30]. COP of a CRAC unit is a function of the desired temperature (TS). In this paper, we use a typical COP model of the CRAC unit, utilized in the HP utility data center [28]. COP equation for this CRAC unit is calculated by: 
2s sCOP(Ts) 0.00068T 0.0008T 0.458                         (4) According to the considered hybrid cooling approach [24] in this paper, the optimal management of IDC cool-ing system is as follows: the data center is cooled by the air-side economizer as long as the outdoor and indoor temperature difference is high enough to cool down the data center with outside air (which corresponds to the IT power (IT (t)) consumption less than a predefined thresh-old) and then for a higher amount of IT (t), it needs to turn on the mechanical chiller to preserve reliably. There-fore, the data center cooling power is calculated as: 

3  
3

IT(t)                          if  IT(t) < E CL(t) E (IT(t) E) / COP   otherwise
   
                  (5)  

where E is the optimal cooling power capacity between the air-side economizer and the chiller. This value can be determined by [25]: 
3E (Efficiency T ) / COP                                             (6) It should be noticed that the α parameter in Equation (5) is a function of the outside and inside temperature difference (ΔT) and is calculated by Equation (2). There-fore, air side economizer power is also a function of (ΔT) through the α parameter.    

2.4 Problem Definition and Cost Function 
We propose a heuristic algorithm to manage data center resources, in order to minimize the total energy cost. We consider a data center equipped with distributed UPS and hybrid cooling system, and powered by solar and grid power. Therefore, we want to schedule the predicted in-coming workloads including service and batch jobs. Also, we must determine battery and power utility operations for a predefined period of time. Electricity rate structure is the method of calculating the cost of electricity. The rate structure is different in various regions and can affect the cost saving of using renewable resources. Mostly common rate structure types are flat, seasonal, time of use (TOU), and demand charges [31]. Rate structure often includes a combination of rate types. In this paper, we use the combination of TOU and peak demand charges. This is a billing scheme where the total energy cost is based on both the quantity and time of 

power usage. Each utility has its own method of billing its customers based on its policies and we could also include other charging policies. The impact of charging policies on the efficiency of the proposed algorithm will be inves-tigated later in this paper. Let C (t) be the cost of energy at time slot t. Thereby, according to the considered rate structure, we have:                                                                            

peak t

C(t) P(t) (IT(t) CL(t) PV(t))
                 Coef (t) max (IT(t) CL(t) PV(t))

    
         (7) 

 where P (t) and Coefpeak (t) are the electricity price and the coefficient of peak power, at time slot t, respectively. IT (t), CL (t), and PV (t) are IT computing equipment power consumption at time slot t, cooling equipment power con-sumption at time slot t, and predicted solar power for time slot t, respectively. Maxt (IT (t) +CL (t)-PV (t)) de-notes the maximum consumed power from the grid, up to time slot t for a predefined time period. Thus, we formu-late the cost minimization problem as: 
2

1

t
t t

peak t

min P(t) (IT(t) CL(t) PV(t))
           Coef (t) max (IT(t) CL(t) PV(t))

    
  

           (8a) 

                  m axs.t.  0  < IT (t) <  IT                                   (8b) 
                  m ax0  < PV (t) <  PV                                       (8c) 

                     JN j iij 1
CPU  CPU      i H                             (8d) 

                      JN j iij 1
     Mem  Mem i H                              (8e) 

   For  all jobs  in  SN  and  BN  SLA  must  be met.         (8f)   
where the constraints (8b) and (8c) ensure that the maxi-mum IT power and maximum available solar power, for time slot t, have been considered. The third and fourth constraints guarantee that for all the hosts in {H}, the total allocated resources to its running jobs is lower than its maximum computational and memory capacities. ܲܥ ܷ

 and ݉݁ܯ
  represent allocated CPU and memory re-sources of the ith host to the jth job. Finally, the constraint (8f) guarantees that for all re-quests, SLA requirements are met. Clearly, for different request categories in our problem, the SLA requirements are different. For service jobs, the average delay (or 95th percentile delay) is usually used as the SLA metric, while a completion deadline is used for the SLA metric of batch jobs [23]. In this paper, for the service jobs, we consider any delay in assigning the jobs to the servers as SLA vio-lation and the batch jobs must be finished within a 24-hour time period after the submission time. As our main goal in this paper is to minimize the energy cost, we con-sider QoS requirements as a constraint which has to be met. Therefore, in the experimental evaluation (see Sec-tion 3), for all considered algorithms the simulated data center is big enough to meet QoS requirements, except for "SLA violation discussion" at the end of Section 3.3.1, where we have simulated smaller data centers to evaluate SLA violation caused by the introduced algorithms. 
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In recent years, the environmental effects of data cen-ters have been increased and highly regarded. On the other hand, the solar panel price is significantly reducing [32]. Therefore, it can be imagined that in the near future, most of the IDCs will be powered by solar energy power-house that, in addition to supply IDC power require-ments, will be able to have extra solar energy in some time slots. Also, in some countries, in order to increase the usage of renewable energies, the renewable energy selling price to the grid, is higher than the grid energy price. These rates are based on the utility policies. More specifically, local flexibility markets as a market-based management mechanism for aggregators has provided the opportunity of self-balancing of locally generated en-ergy for providers [33]. Therefore, the ability of selling and buying some portion of solar power is added to the basic formulation of the energy cost calculation.   Let PVused (t) represents the used solar power at time slot t while PVsold (t) represents the sold solar power to the grid at time slot t. Thus, if we add the opportunity of selling extra solar energy to the described problem, Equa-tion (8) can be written as: 
2

1

t
usedt t

peak t used

sold price

min P(t) (IT(t) CL(t) PV (t))
           Coef (t) max (IT(t) CL(t) PV (t))
          PV (t) PV (t)

    
   


  (9a) 

                m axs.t.  0  < IT (t) <  IT                                     (9b) 
                 m ax0  < PV (t) <  PV                                        (9c) 

                    JN j iij 1
CPU  CPU      i H                              (9d) 

                 JN j iij 1
     Mem  Mem i H                              (9e) 

                 used0  <  PV ( t )  <  IT (t)+ C L(t)                        (9f) 
                 used soldPV ( t ) P V ( t )  =  P V (t)                      (9g) 

      For  all jobs  in  SN  and  BN  SLA  must  be met.     (9h) 
While optimal job scheduling (considering different parameters) is an NP-complete problem, we propose a three step heuristic algorithm with low computational overhead (its time complexity is a linear function of the number of jobs (see Section 2.5)) that can be applied in real-time for described problem.  

2.5 Proposed Algorithm 
In this section, we propose a three-step algorithm (Algo-rithm 1) for the problem described in the previous sec-tion. In this algorithm, we schedule jobs based on the predicted solar energy and weather conditions for the next time period. We need to predict the available solar energy and the incoming workloads to the data center in the future. Therefore, in the first step of the proposed al-gorithm, we predict the available solar power for the next time slots (t1 –t2 time period) by the model presented in [34]. This model which has been used widely in the pre-vious works is as follows: 

m axPV ( t ) PV ( t )  (1-C C (t))                                                (10) 
where, PVmax (t) is the maximum possible solar power from a specific solar panel size, in a given region, and CC(t) is the predicted cloud cover from meteorological information. There are many solutions to predict the in-coming workloads to data centers. As workload predic-tion is not in the scope of this paper, we use some real workload traces available in [35] and [36].  In the next step of Algorithm 1, according to the utiliza-tion of resources and a special scheduling algorithm, ser-vice jobs are scheduled and allocated to the hosts, so that their SLA are met and free capacity of hosts is specified for the next time slots.  There are many algorithms to schedule service jobs. In this paper, we schedule service jobs based on the FIFO approach. Moreover, we use best-fit algorithm to allocate virtual machines to the hosts. The best-fit algorithm allo-cates a virtual machine to the host with the closest free resources (CPU and memory). This means that minimal empty space will be left in the target host.  At this point of the proposed algorithm, the utilization of resources, the available solar energy, and the incoming batch jobs are given for the next time slots of the prede-fined time period.  In the third step of Algorithm 1, we schedule batch jobs in order to minimize the total energy cost. As mentioned before, selling extra solar energy can be efficient in some time slots. Thus in this step, we also determine how to use the predicted solar energy. Indeed, the third step of the proposed algorithm consists of two sub-steps. At the first sub-step (3.A in Algorithm 1), for any time slot of the future time period, the amount of selling and using solar energy is determined. Total energy cost at time slot t is calculated by Equation (7). If we have the opportunity of selling solar energy, the energy cost of time period t is calculated by: 

used
peak t used

sold price

C(t) P(t) (IT(t) CL(t) PV (t))
          Coef (t) max (IT(t) CL(t) PV (t))
         PV (t) PV (t)

    
   


  (11) 

In order to determine PVused (t) and PVsold (t), we use the following equation: 
used

peak t used

sold price

peak t

P(t) (IT(t) CL(t) PV (t))
Coef (t) max (IT(t) CL(t) PV (t))
PV (t) PV (t)    
P(t) (IT(t) CL(t) PV(t))
Coef (t) max (IT(t) CL(t) PV(t)) 

   
   

 
   

  

              (12) 

The first part of this equation calculates the energy cost in the case of selling a fraction of the available solar ener-gy, which is compared to the energy cost in the case of using total available solar energy. This equation is initiat-ed with PVused (t) = PV (t) and PVsold (t) = 0. After initiali-zation, PVused (t) is decreased from PV (t) and PVsold (t) is 
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increased from zero gradually until inequality is violated or PVsold(t) = PV(t).  In the second sub-step (3.B in Algorithm 1), the biggest unscheduled batch job will be scheduled to minimize to-tal energy cost. The determined time slot for running each batch job affects the total energy cost.  As the calculation of sold and used solar energy in the first sub-step of step three, is based on the energy cost, the result of the second sub-step of step three can affect the optimum decision of the first sub-step. Therefore, the first substep is repeated, after scheduling each batch job.  
Algorithm 1, batch job scheduling algorithm 
1. Predict the available solar energy for next time slots (from t1-t2), PV (t) and incoming workloads, {SN and 

{BN}.  2. Schedule and allocate all jobs in {SN by FIFO ap-proach and best-fit algorithm respectively.  3. Schedule all jobs in {BN} and determine using solar energy for next time slots. A. Calculate and schedule solar power for next time slots, t.  
          if (PVprice(t) ≤ P(t))           PVused(t) = PV(t);          PVsold(t) = 0; 
          end 
          else            Use Equation (12) to decide PVused (t) and PVsold (t).           end B. while (all batch jobs are not scheduled) 

       currentBatch = the biggest unscheduled batch job; 
          CBRunTime, determined time slot to run current-Batch; 

   for  each timeSloti of the predefined time period,         if currentBatch’s deadline is met          CBRunTime = timeSloti ;         Calculate total energy cost;        end 
   end CBRunTime = choose timeSloti with minimum total     energy cost.   Do sub-step 3.A.  
  end while Let M represents the number of next time slots consid-ered in the proposed algorithm, and K the number of hosts in the data center. BN and SN are the numbers of batch jobs and service jobs of the next M time slots. The complexity analysis of the proposed algorithm and its basic operations are as follows: 1. Predicting the available solar energy for next time slots: O (M )  2. Scheduling all service jobs by FIFO: O (1)  3. Allocating all service jobs by best-fit: O (SN K )  4. Scheduling all jobs in {BN} and determining used solar energy for next time slots: O (BN 2M )   Calculating and scheduling solar energy for all next time slots: O (M )   Scheduling biggest unscheduled batch job: O (M )  Total complexity of the proposed algorithm is: 

M 1 (SN K) (BN 2M)                                         (13) The number of servers and considered next time slots are constant values. Therfore, overall complexity of Algo-rithm 1 is: 
O(SN BN)                                                                         (14) 3 PERFORMANCE EVALUATION 
In this section, we evaluate our proposed algorithm by simulation results. We compare our proposed algorithm with some existing algorithms, and investigate the effect of various parameters on the efficiency of the algorithm. 
3.1 Experimental Setup 

To evaluate the effectiveness of our solution, we use an in-house simulator tool written in C++, where we have coded the proposed and compared algorithms on top of it. A computer with a Core i7, 3.6 GHz CPU and 32GB RAM has been used to run the simulations. We consider a data center with 100 and a data center with 400 Physical Machines (PMs). The former is used for benchmarks with at most 500 jobs and the next one is used for bigger benchmarks. The server model used in simulations is DL360 G7 [37] with 12 core 2.67GHz Intel processors and 12GB RAM. The idle and maximum power consumption of this server are 103 and 270.9 W. The CPU utilization of a server is a good estimation for its power consumption [38]. Therefore, we utilized the most used power model [17, 39] which is: 
idle max idleserver

P (P P ) U  if U>0 P 0                                        if U=0
                          (15)                 

where Pidle and Pmax are the power consumption of the 
server at the idle and full utilization modes respectively 
and U represents the server CPU utilization. The energy 
is the product of the power and its time duration.  

Used workloads in this paper are 24-hour traces from 
NASA-iPSC, LANL-O2K [35], and grid5000_clean _ trace 
[36] as real benchmarks. In these benchmarks, which have 
been represented in Standard Workload Format (SWF), 
the jobs with QueueID = 0 are service jobs (which usually 
are the jobs with lower computational overhead) and the 
jobs with QueueID > 0 are the batch jobs (with higher 
computational overhead, higher run time and lower pri-
ority). Totally, we use 6 various workload traces to test 
the proposed algorithm. The characteristics of these 
benchmarks are shown in Table 2. In our experiments, we 
used Equation (10) to predict future available solar pow-
er. PVmax (t) in this equation, is dependent on the region 
and capacity of the solar power station. In this paper, for 
each benchmark, we consider a solar power station that 
can provide about 30% of total data center’s energy con-
sumption. The parameter CC(t) is provided by several 
meteorology tools such as the tool available at [40]. After 
providing needed data, we use PV Watts Calculator 
available at [41] to predict future available solar energy. 
3.2 Algorithms in Comparison 

We consider four algorithms to compare with the 
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proposed algorithm, ASAP, Night, Day and BSBGA: 1) ASAP: the simplest and least-used algorithm is as soon as possible (ASAP) algorithm. ASAP sched-ules batch jobs just like service jobs and does not use the opportunity of non-criticality of batch jobs to decrease energy cost. This approach can increase service jobs SLA violation.  2) Night: one of the most-used algorithms is night al-gorithm. This algorithm benefits from lower elec-tricity price (in most rate structures) and lower temperature at night. Moreover, according to min-imum incoming service jobs at night hours, night algorithm leads to the minimum conflict between service and batch jobs.  3) Day: another rudimentary algorithm is day algorithm. This algorithm runs batch jobs at times with maximum available solar energy. Therefore, Day algorithm is a common algorithm in data cen-ters powered by solar energy. This algorithm also may turn off more servers at night hours.  4) BSBGA: the problem of scheduling batch jobs, for-mulated in section 2, is an optimization problem. Therefore, known convex optimization algorithms such as genetic algorithm [42], can be used to solve it. In this paper, we consider batch job scheduling based on genetic algorithm (BSBGA) as one of the comparing algorithms. We have implemented this algorithm using Matlab optimization tools. In this way, the goal parameter is the same as Equation (8a) (total energy cost), and the applied constraints are (8b), (8c), (8d), (8e), and (8f). We use the results of the genetic algorithm as the best answer to com-pare with our proposed algorithm.  
3.3 Simulation Results 
3.3.1 Energy Consumption, Energy Cost, and SLA Violation Evaluation 

We begin an evaluation by calculating energy consump-tion and total energy cost of the data center, for proposed and compared algorithms. Fig. 2 demonstrates the total energy cost for introduced algorithms running various benchmarks. As shown in this figure, compared to other algorithms except for BSBGA, the proposed algorithm leads to minimum lower energy cost. Furthermore, for the larger benchmark, the improvement percentage will be further improved. Proposed algorithm improves ener-gy cost 2-9% for Benchmark #1 and 15-29% for Bench-mark #6 compared to other approaches. Minimum energy 

cost is from BSBGA algorithm but the main flaw of this algorithm is its huge runtime especially for bigger benchmarks. BSBGA algorithm reduces energy cost 0.1-19% compared to the proposed algorithm. This improve-ment is not proportional to the number of jobs. Therefore, using BSBGA for bigger benchmarks, according to its much longer runtime, is even worse. 

TABLE 2 REAL WORKLOAD TRACES FOR EXPERIMENTS 
Benchmark Number of 

jobs (#) 
Batch jobs 

percentage (%) Source benchmark 
Benchmark #1 129 41.8 grid5000_clean_trace [36] 
Benchmark #2 342 73.9 NASA-iPSC [35] 
Benchmark #3 379 37.7 NASA-iPSC [35] 
Benchmark #4 517 47 LANL-O2K [35] 
Benchmark #5 742 65.9 LANL-O2K [35] 
Benchmark #6 882 55.4 LANL-O2K [35] 

TABLE 3 ALGORITHMS EXECUTION TIME (IN SECONDS) 
                 Algorithm   
Benchmark BSBGA Proposed ASAP Day Night 

Benchmark #1 406.1 9.79 0.16 0.82 0.44 
Benchmark #2 798.92 59.85 0.3 9.13 7.35 
Benchmark #3 546.54 41.41 0.34 5.17 3.3 
Benchmark #4 3600.9 60.4 0.28 3.71 9.9 
Benchmark #5 3613.9 189 0.42 10 23 
Benchmark #6 4209.6 560 0.45 14 46 

 

 
Fig.  2.  Total energy cost for introduced algorithms 
 

 
Fig.  3.  Total energy consumption for introduced algorithms 
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Table 3 represents the runtime of the introduced algo-rithms. It is seen that the proposed algorithm takes much less time than BSBGA because of its smaller complexity. As we mentioned in the previous section, the proposed algorithm’s runtime is proportional to the number of ser-vice and batch jobs (we can see this from Table 3, too).  As Fig. 2 shows, night algorithm leads to maximum energy cost. That is because night algorithm uses mini-mum solar energy and runs batch jobs during the night hours whose service jobs are minimum. As the 32% of the service jobs in Benchmark #4 come to the data center at night, night algorithm leads to a better server consolida-tion for this benchmark compared to other benchmarks. 

The total energy consumption of introduced algorithms for various benchmarks is shown in Fig. 3. The proposed algorithm not only has decreased total energy cost com-pared to other algorithms, but also it has not increased the energy consumption and even has decreased in some cases. This is because the proposed algorithm considers effective parameters simultaneously. Totally, the efficien-cy of day, night and ASAP algorithms completely depends on the incoming workload pattern and envi-ronmental conditions but the proposed algorithm achieves the highest energy cost saving for all workloads. Presented results are from real workload traces. In or-der to observe the operation of each algorithm, we use two other benchmarks that have been built from Bench-mark #3. We name these benchmarks Synthetic Bench-mark #1 and Synthetic Benchmark #2. Half of the batch jobs of Synthetic Benchmark #1 enter the data center dur-ing the first 6 hours of 24-hour and other ones enter dur-ing third 6 hours of 24-hour. In Synthetic Benchmark #2, all the batch jobs, are uniformly distributed along 24 hours. The percentage of batch jobs of synthetic bench-marks, scheduled using various algorithms, is shown in Fig. 4. More specifically, the vertical axis represents the percentage of the batch jobs scheduled at each hour of 24-hour time period. As this figure shows, our proposed ap-proach distributes batch jobs along all 24-hour period, as much as possible. 
SLA Violation discussion:  In order to evaluate SLA violation of the data center due to the different algorithms, the simulations are re-peated for the data centers with 10 and 50 PMs (for benchmarks with at most 500 jobs and for bigger bench-marks, respectively). In this regard, for the service jobs, after submission time, and for the batch jobs, after miss-ing the deadline (every batch job must be finished within a 24-hour after submission), every 1-minute delay in as-signing the job is considered as an SLA violation. Table 4 shows the average number of SLA violations per minute, caused by different algorithms over a 24-hour of the data center operation.  As we can see from Table 4, night algorithm causes the minimum number of SLA violations as it moves the batch jobs to the night hours, where the service jobs are mini-mum. It should be noticed that, in the implementation of the proposed and compared algorithms, the available resources are identified and the batch jobs are resched-uled based on them. In this way, the caused SLA viola-tions of these algorithms cannot be higher than ASAP.   

  (a) ASAP  

 (b) Day  

 (c) Night  

 (d) BSBGA  

 (e) Proposed   
Fig.  4.  The execution time of batch jobs of Synthetic benchmarks, scheduled by (a) ASAP algorithm. (b) Day algorithm. (c) Night algo-rithm. (d) BSBGA algorithm. (e) Proposed algorithm. 

TABLE 4 AVERAGE NUMBER OF SLA VIOLATIONS PER MINUTE 
                 Algorithm   
Benchmark BSBGA Proposed ASAP Day Night 

Benchmark #1 0 0 0 0 0 
Benchmark #2 0.14 0.12 0.14 0.13 0.1 
Benchmark #3 0.27 0.29 0.29 0.29 0.26 
Benchmark #4 11.29 11.14 11.29 11.28 11.04 
Benchmark #5 25.01 24.27 25.73 24.9 23.06 
Benchmark #6 3.04 3.06 3.11 3.11 2.975 
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3.3.2 Impact of Weather Condition 
In this section, we evaluate our proposed algorithm, in various geographical conditions. Various weather condi-tions affect the predicted solar energy and free cooling capacity. For this investigation, we have chosen four cit-ies; Buenos Aires, Toronto, Cairo, and Melbourne that are in different geographical locations which leads to differ-ent weather conditions. A typical predicted temperature [40] and predicted available solar energy [41] for these regions, are shown in Fig. 5. Total energy cost under different algorithms and benchmarks, for a 24-hour time period, is illustrated in Fig. 6. As we can see from this figure, our proposed algo-rithm achieves the minimum energy cost compared to other algorithms (except BSBGA) in all cases. The proposed algorithm reduces energy cost 2-22%, 2-24% and 6-46% compared to ASAP, Day, and Night algo-rithms, respectively. The maximum and minimum im-provements of the proposed algorithm is for Cairo and Melbourne weather conditions, respectively. This out-come is related to the available solar energy and weather condition. Therefore, it may change by changing the ca-pacity of the solar powerhouse. 
3.3.3 Impact of the rate structure 

As mentioned before, electricity rate structure may affect the efficiency of scheduling approaches. The correlation of different rate structures with the available solar energy and free cooling potential is different. Therefore, in this section, we investigate the efficiency of the proposed al-gorithm in different rate structures. In the previous sec-tions of this paper, we have used a combination of main rate types, TOU and demand charges, that is: 
p e akC ( t ) P ( t ) G ( t ) C o ef ( t ) m a x G ( t )                     (16) 

where maxG (t) is the maximum grid power used by the data center for a predefined time period. In this section, we consider two more rate structures whose characteris-tics are shown in Table 5.  The first rate structure is predefined rate structure in 

Equation (16). The second rate structure is a TOU with different off-peak, mid-peak and on-peak hours from the first rate structure. The equation used for the third rate structure is: 
P(t) G(t)              if  G(t) < PEAK 

C(t) P(t) G(t)
P '(t) (G(t) PEAK)      otherwise


  

 


               (17) 

where PEAK and P’(t) are the predefined grid power limit and predefined price for extra grid power usage from PEAK. In this rate structure, if the power usage from the grid at time slot t, is less than the PEAK, the energy price is P (t) and for the power consumption higher than the PEAK, the energy price would be P’(t).  Total energy cost of the data center for a 24-hour time period, under introduced rate structures, is shown in Fig. 7. As we can see from this figure, the total energy cost of the data center can be varied widely under different elec-tricity markets with different rate types. In addition, the proposed algorithm keeps its efficiency for all considered rate structures while other approaches may operate efficiently in only limited situations.  The results of sections 3.2.2 and 3.2.3 argue that the proposed algorithm can be applied to distributed multi data centers too. These distributed DCs can be located in various geographical regions with different electricity markets. 
3.3.4 Using UPS in order to Decrease Energy Cost 
As mentioned before, nearly all IDCs contain UPS sys-tem as a backup power option. This UPS system creates an opportunity to reduce energy cost by providing ener-gy storage system. By considering this opportunity, op-timization problem in Equation (9), can be written as: 

2

1

t
usedt t

peak t

used sold price

min P(t) (IT(t) CL(t) S(t) PV (t)
      SU(t))+Coef (t) max (IT(t) CL(t)

S(t) PV (t) SU(t)) PV (t) PV (t)

    
  

    
        (18a) 

maxs.t.  0 < IT(t) < IT                            (18b) 
   max0 < PV(t) < PV                             (18c) 

                         JN j iij 1
CPU  CPU      i H                        (18d) 

  

 

 

 

 

 

 

 

  Fig.  5. A typical temperature and predicted available solar power for chosen regions 

TABLE 5 DESCRIPTION OF CONSIDERED RATE STRUCTURES 
Rate structure Structure 

TOU& Maximum 
Usage 

TOU & demand charges - 1-8 and 24 are off-
peak, 9-19 mid-peak and 20-23 on-peak [43] 

and Equation (16) 
TOU TOU- 1-8 and 24 are off-peak, 9-19 mid-

peak and 20-23 on-peak [43] 
TOU& Grid Power 

Limit 
TOU & demand charges- 1-5 and 22-24 off-
peak, 10-16 and 20-21 mid-peak and 6-9 and 

17-19 on-peak [44] and Equation (17) 
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                           JN j iij 1
     Mem  Mem i H                       (18e) 

         used0 < PV (t) < IT(t)+CL(t)                      (18f) 
        used soldPV ( t ) P V ( t )  =  P V (t)                    (18g) 

      For  all jobs in  SN  and  BN  SLA  be met.        (18h) 

                   ch d
ch d

For all batteries,
                      b (t), b (t) {0,1}
                       b (t) b (t) 1


 

            (18i)      

where S (t) and SU (t) are the total charging and discharg-ing power for all batteries at time slot t, respectively. In addition, for each battery, to indicate the battery is charg-ing or discharging, two binary variables, bch (t) and bd (t) are used where bch(t) =1 if the battery is charging and bd 
(t) =1 if the battery is discharging.  We assume that for each battery, charging and dis-charging cannot be done simultaneously. Therefore, at each time slot t, the sum of bch (t) and bd (t) has to be less or equal to one. In this way the total charging and dis-charging power for all batteries at time slot t is calculated as follows: 

                       K ch
i ii 1

S(t) b (t) charge (t)                    (19) 

                    K d
i ii 1

SU(t) b (t) discharge (t)                (20) 
where chargei(t) and dischargei(t) represent the amount of charging and discharging power for the ith battery at time slot t, respectively. It should be noticed that we do not consider some practical issues such as energy leakage in the battery or DC/AC conversion loss. Algorithm 2, is a battery charging plan which consists of two main steps. Each battery with uncharged capacity, will be charged in two cases; there is more solar power than the DC power consumption and the price of grid power is more than solar power or time slot t is off-peak based on the electricity rate structure. In the case of using UPS system to decrease energy cost, we consider two different scenarios for the accessi-bility of PMs to batteries. The first one assumes that any PM can use all batteries in the data center. Indeed, in the first scenario, distributed UPS acts like centralized UPS. In the second scenario, each PM only can use its own bat-tery. Indeed, in this section, we investigate the impact of using batteries to decrease energy cost and compare the mentioned scenarios of this usage. In this regard, we use Algorithm 3 to allocate jobs to hosts based on their free resource capacities and their battery charges. Algorithm 3 is a modified best-fit algorithm that the definition of “best” is updated. This algorithm selects a host for a job if 

 

  (a) Benchmark #1 (b) Benchmark #2 

  
(c) Benchmark #3 (d) Benchmark #4 

  (e) Benchmark #5 (f) Benchmark #6 

Fig.  7.  Total energy cost for different rate structures for (a) Benchmark #1. (b) Benchmark #2. (c) Benchmark #3. (d) Benchmark #4. (e) Benchmark #5. (f) Benchmark #6. 

 

(a) Benchmark #1 (b) Benchmark #2 

(c) Benchmark #3 (d) Benchmark #4 

(e) Benchmark #5 (f) Benchmark #6 

Fig.  6.  Total energy cost for different regions for (a) Benchmark #1. (b) Benchmark #2. (c) Benchmark #3. (d) Benchmark #4. (e) Bench-mark #5. (f) Benchmark #6. 
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it fits job’s required resources and its allocated battery has the maximum available electricity charge for the next time slot (steps 2 and 3 of the Algorithm 3). 
Algorithm 2, Charging Plan for batteries Input: Batteryi Output: Charging Plan 1. for each timeSlotj of the predefined period,            if IT(t) + CL(t) < PV(t)                 if P(t) > PVprice(t)               charge the battery              Break       end   end 2. for each timeSlotj of the predefined period,     if P(t) is off-Peak          charge the battery         Break     end 3. Return charging Plan. 

The batteries will be discharged based on the host re-quirement that is impressed by Algorithm 3. We have assumed that each battery can be charged and discharged at most once in the pre-defined time period from t1-t2. This limitation can be justified based on the rate structure, battery model, and available solar energy. 
Algorithm 3, Job Allocation Input: Jobi Output: Selected Host 1. for each hostj in host list L, 

 if Jobi fits hostj  Calculate remaining capacity after allocation.  end  
end 2. Select all hosts with minimum remaining capacity after allocation, host list L1. 3. Select a host in host list L1 with maximum battery charge, Selected Host. 4. Return Selected Host. 

In this paper, we considered a 900W UPS beside each PM. This UPS can provide 6-minute maximum load and 12-minute half load. As the server consumes 207.9W at its maximum load, the 900W UPS is enough to guarantee availability. Also, we preserve 2-minute of UPS for emer-gency situations, as we have used UPS beyond its main operation [22]. It has been proved leaving a 2-minute is sufficient to ensure a high availability of up to five nines (>0.99999770) [22]. In this section, we consider batteries in selecting the host in job allocation algorithm. Therefore, Algorithm 3 selects the appropriate host for a job based on the best-fit algorithm and the available charge of hosts’ batteries.    Total energy cost for the proposed algorithm with in-

troduced scenarios is shown in Table 6. As we can see from this table, using centralized and distributed UPS system, along with the proposed algorithm, decreases the energy cost 4.4% and 1.6%, respectively. 
4 CONCLUSIONS AND FUTURE WORK 
In this paper, we proposed a three-step algorithm which schedules heterogeneous workloads in a green data cen-ter, powered by solar energy and grid, cooled by free cooling and mechanical chiller system, and uses distrib-uted UPSes. The complexity analysis of the proposed al-gorithm and its basic operations, exhibits that the pro-posed algorithm is a low complexity algorithm with a linear relation with the number of jobs, which makes it preferential to available optimization solutions. Moreo-ver, presented results show that our proposed load man-agement solution is feasible to electrical rate structure, energy prices, geographical characteristics, and load dis-tributions. In the last section of the experimental results, we investigated using UPS system beyond its original purpose in order to reduce energy cost. A future work would be the study of the effects of this usage on the batteries lifecycle, total energy costs, and energy leakage as well proposing solutions to manage UPS subsystem alongside workloads management. 
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