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SOME FEATURES

Spotted body and striped tail or legs

 
Cheetah (upper), Okapi (lower) Tiger (upper), Leopard (lower)

Why do animals’ coats have
patterns like spots, or stripes?

Problem we consider
• A population whose density u(x,t) depends on the

time t and the location x
• Question: to persist, or extinct ?

2



Snake pictures (stripe patterns)
  

  

Other related researches

Patterns of sea shells                Patterns of tropical fishes
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determine which of these modes are stabilized by the
nonlinearities of the system we use techniques such as
Liapunov^Schmidt reduction and Poincarë^Lindstedt
perturbation theory to reduce the dynamics to a set of
nonlinear equations for the amplitudes ci appearing in
equation (33) (Walgraef 1997). These amplitude equa-
tions, which e¡ectively describe the dynamics on a ¢nite-
dimensional centre manifold, then determine the selec-
tion and stability of patterns (at least su¤ciently close to

the bifurcation point). The symmetries of the system
severely restrict the allowed forms (Golubitsky et al.
1988); however, the coe¤cients in this form are inher-
ently model dependent and have to be calculated expli-
citly.

In this section we determine the amplitude equation for
our cortical model up to cubic order and use this to
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(a)

(b)

Figure 29. Action of the single inverse retinocortical map on
non-contoured square planforms: (a) square, (b) roll.

(a)

(b)

Figure 30. Action of the single inverse retinocortical map
on non-contoured rhombic and hexagonal planforms:
(a) rhombic, (b) hexagonal.
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Figure 28. Action of the single
and double maps on logarithmic
spirals. Dashed lines show the
local tangents to a logarithmic
spiral contour in the visual ¢eld,
and the resulting image in V1.
Since circle and ray contours in
the visual ¢eld are just special
cases of logarithmic spirals, the
same result holds also for such
contours. (a) Visual ¢eld; (b)
striate cortex, (i) single map,
(ii) double map.HALLUCINATION
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(b)

(a)

Figure 21. Contours of even axial eigenfunctions on the
square lattice: (a) square, (b) roll.

(b)

(a)

Figure 19. Non-contoured axial eigenfunctions on the square
lattice: (a) square, (b) roll.

(b)

(a)

Figure 20. Non-contoured axial eigenfunctions on rhombic
and hexagonal lattices: (a) rhombic, (b) hexagonal.

(b)

(a)

Figure 22. Contours of odd axial eigenfunctions on the square
lattice: (a) square, (b) roll.

PATTERNS IN NEURAL FIELDS

ut = �u+

Z
w(x, y)f(u(y, t))dy
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SYMMETRIC REPRESENTATION

mx

d

ρ

m

m

d’

(a)

Conjugacy classes

{Id} {ρ, ρ2} {mx, md, md′}

χ1 1 1 1
χ2 1 1 -1
χ3 2 -1 0

(b)

Figure 2: (a) A D3-symmetric object, illustrating the group generators. (b) The character table for the

group D3.

mx

my

m

md’

d

ρ

(a)

Irrep Conjugacy classes

{I} {mx, my} {md, md′} {ρ, ρ3} {ρ2}

χ1 1 1 1 1 1
χ2 1 -1 -1 1 1
χ3 1 -1 1 -1 1
χ4 1 1 -1 -1 1
χ5 2 0 0 0 -2

(b)

Figure 3: (a) A D4-symmetric object, illustrating the group generators. (b) The character table for the

group D4.

1.4 Symmetric ODEs and bifurcations

Now we can return to the initial observation of ‘system symmetry’ and make it more precise.
Suppose that gx(t) is a solution trajectory of ẋ = f(x) whenever x(t) is. Then

d

dt
gx(t) = f(gx(t))

which implies

f(gx(t)) =
d

dt
gx(t) = g

d

dt
x(t) = gf(x(t))

since g commutes with the time derivative. Hence we have the equivariance condition; the vector
field f(x) is equivariant under the (given representation of the) group G if

f(gx, µ) = gf(x, µ) (1)

for all g ∈ G, introducing a parameter µ.
From differentiating the equivariance condition we find

Df |(gx,µ)g = gDf |(x,µ) (2)

and so Df |(0,µ) (the Jacobian matrix at x = 0) is a linear map that commutes with the represen-
tation.

Examples of representations

To explore this definition futher we give four simple examples of representations.

Example 1: trivial representation. For any group G the map ρ̃(g) = In mapping every element
g to the n × n identity matrix is a representation.

Example 2: S3. Let σ ∈ S3 act on R3 by permutations of the coordinates x = (x1, x2, x3):

ρ̃(σ)(x1, x2, x3) = (xσ−1(1), xσ−1(2), xσ−1(3))

where the inverses make the map ρ a homomorphism: let y = ρ̃(σ1)x, i.e. in coordinates yj =
xσ−1

1 (j), j = 1, 2, 3. Then

ρ̃(σ2)ρ̃(σ1)x = ρ̃(σ2)y = (yσ−1
2 (1), . . .)

= (xσ−1
1 σ−1

2 (1), . . .) = (x(σ2σ1)−1(1), . . .) = ρ̃(σ2σ1)x.

Using the cycle notation for permutations, we have explicitly

ρ̃((123)) =





0 0 1
1 0 0
0 1 0



 ρ̃((12)(3)) =





0 1 0
1 0 0
0 0 1





Example 3: D4. Let D4 act on R2 in the natural way, as the symmetries of a square:

D4 = {I, mx, my, md, md′ , ρ, ρ2, ρ3}

Then one possible representation is given by R : D4 → GL(n, R):

g ∈ D4 : I ρ ρ2 ρ3 mx my md md′

R(g):
(

1
0

0
1

) (

0
1

−1
0

)

(

−1
0

0
−1

) (

0
−1

1
0

) (

1
0

0
−1

)

(

−1
0

0
1

) (

0
1

1
0

)

(

0
−1

−1
0

)

Example 4: the 1D ‘orientational’ representation. For a group G corresponding to sym-
metries of a geometrical object in Rn, n > 1, there is a one-dimensional representation ρ̃ : G →
{+1,−1} given by

ρ̃(g) = +1 if g preserves orientation

ρ̃(g) = −1 if g reverses orientation

Similarly, for (a subgroup of) the permutation group Sn there is a one-dimensional representation
given by

ρ̃(g) = +1 if g is composed of an even number of transpositions,
ρ̃(g) = −1 if g is composed of an odd number of transpositions.

A central idea in representation theory is irreducibility. A linear subspace V ⊆ Rn is G-invariant
(or simply invariant) if ρ̃(g)v ∈ V ∀g ∈ G and v ∈ V . A representation ρ̃(G) is defined to be
irreducible if the only invariant subspaces of Rn are the origin {0} and the whole space Rn; there
are no proper non-trivial invariant subspaces. Otherwise the representation is said to be reducible.
‘Irreducible representation’ is often abbreviated to ‘irrep’.

Returning to the examples above, the action of S3 in example 2 is reducible: the subspace
V1 ≡ {(x, x, x) : x ∈ R} is invariant, and since the representation is orthogonal so is its complement

⇢ =

✓
0 �1
1 0

◆

m =

✓
�1 0
0 1

◆
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SYMMETRIC EQUATIONS

Vector Field

Group Action

Vector field             has the symmetry    if  for every 
solution        , the trajectory           is also a solution for every 

dx

dt

= f(x, µ)

�⇥ Rn �! Rn

� 2 �

f(x, µ) �
x(t) �.x(t)

�.f(x, µ) = f(�.x, µ)
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(
dx1
dt

= f1(x1, x2, µ)
dx2
dt

= f2(x1, x2, µ)

An Example of D4 Symmetry

m.f(x) = f(m.x) =)
(
�f1(x1, x2) = f1(�x1, x2)

f2(x1, x2) = f2(�x1, x2)

f(x) = µ

✓
x1

x2

◆
+ a1

✓
x

3
1

x

3
2

◆
+ a2

✓
x1x

2
2

x

2
1x2

◆
+ · · ·
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SYMMETRIC BIFURCATION

Definition1: (Isotropy Subgroup)

Isotropic subgroups are constant along solution curves.

Definition2: (Fixed Point Invariant Subspace) 

One possible line of  finding the    symmetry solution is 
to restrict the dynamics to Fix(   ).

⌃
x

= {� 2 � : �.x = x}

Fix(⌃) = {x 2 Rn
: �.x = x, 8� 2 ⌃}

⌃
⌃
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EQUIVARIANT BRANCHING LEMMA

Let � be a finite group acting on Rn
with Fix (�) = {0}.

Let dx

dt

= f(x, µ) be a � symmetry with f(0, µ) = 0,

D
x

f |(0,0) = 0 , D
x

f
µ

|(0,0)v 6= 0 for a 0 6= v 2 Fix(⌃)

⌃ is an isotropy subgroup of � where dimFix(⌃) = 1.

Then there is a curve x = sv, µ = µ(s) of critical points.

f(sv, µ(s)) = 0
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EXAMPLE

⌃ = {e,m} =) Fix(⌃) = {(0, y) : y 2 R}

f(0, y, µ(y)) = 0, µ ⇡ �a1y2

Pitchfork Bifurcation
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LATTICE PATTERNS

L = {n1
�!
l1 + n2

�!
l2 : n1, n2 2 Z}

ut = F (u, µ)

u(x+
�!
l , t) = u(x, t)

u(x, t) =

X

k2L⇤

zk(t) exp(ik.x) + c.c.

dz
dt = g(z, µ)
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LATTICE SYMMETRIES GROUP

u(x1, x2, t) = z1 exp(ix1) + z2 exp(ix2) + c.c.

u(�x2, x1, t) = z1 exp(�ix2) + z2 exp(ix1) + c.c.

Rotation:

=) ⇢.(z1, z2) = (z2, z1)

Reflection: m.(z1, z2) = (z1, z2)

Translation: p.(z1, z2) = (e�ip1z1, e
�ip2z2)
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PDE TO ODE

Example: (Square Lattice)

symmetry group: � = D4 ⇥ T 2

�.g(z) = g(�.z) 8� 2 �

ż = g(z, µ)

8
<

:

dz1
dt = µz1 � ↵|z1|2z1 � �|z2|2z1 + . . .

dz2
dt = µz2 � �|z1|2z2 � ↵|z2|2z2 + . . .
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APPLYING BRANCHING LEMMA

⌃ = D2 ⇥ S1 = {e,m}⇥ (p1, 0)

Fix(⌃) = {(z1, 0) : z1 2 R}

u(x, t, µ) =

r
µ

↵

exp(ix1) + c.c. = 2

r
µ

↵

cos(x1)

Point Isotropy subgroup Σ dim Fix(Σ)
(z1, z2, z3) (generators)

Trivial (0, 0, 0) D6 × T 2 0

Rolls (x, 0, 0) O(2) × Z2 1
mx, τ(0,p2), ρ

3

+ Hexagons (x, x, x), x > 0 D6 1
ρ, mx

− Hexagons (x, x, x), x < 0 D6 1
ρ, mx

Rectangles (x1, x2, x2) D2
∼= Z2 × Z2 2

ρ3, mx

Triangles (z, z, z) D3 2
mx, ρ

Table 2: Scalar bifurcation on the hexagonal lattice, ‘fundamental’case: fixed point subspaces and
isotropy subgroups. xj ∈ R, z ∈ C. The +/− Hexagon branches have the same symmetry but are
not on the same group orbit.
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Figure 8: Planforms for axial branches for bifurcation on a hexagonal planar lattice: (a) up-
hexagons; (b) down-hexagons; (c) rolls.

so z̄2z̄3 transforms as z1 under translational symmetries. Equivariance with respect to the π rotation
ρ3 implies

ρ3ż1 = ρ3f1(z1, z2, z3) = f1(ρ
3(z1, z2, z3)) = f1(z̄1, z̄2, z̄3)

⇒ ¯̇z1 = f1(z̄1, z̄2, z̄3) = f1(z1, z2, z3)

so all coefficients in f1(z1, z2, z3) are forced to be real. Also, the reflection symmetry mx forces the
amplitude equation to be symmetric in z2 and z3. Hence the first amplitude equation takes the
form

ż1 = f1(z1, z2, z3) ≡ µz1 + εz̄2z̄3 + a1z1|z1|2 + a2z1(|z2|2 + |z3|2)
+z̄2z̄3(b1|z1|2 + b2(|z2|2 + |z3|2) + c1z

2
1z2z3 + O(5). (20)

Applying the rotations ρ2 and ρ4 yields the amplitude equations for z2 and z3:

ż2 = f2(z1, z2, z3) ≡ µz2 + εz̄1z̄3 + a1z2|z2|2 + a2z2(|z1|2 + |z3|2)
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⌃ = D4 Fix(⌃) = {(z1, z1) : z1 2 R}

u(x, t, µ) ⇡ 2

r
µ

↵+ �

(cos(x1) + cos(x2))
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Figure 10: Planforms for axial branches for bifurcation on a hexagonal planar lattice with a midplane
reflection symmetry: (a) triangles; (b) patchwork quilt (also called ‘rhombs’).

Name Streamfunction Isotropy subgroup Σ dim Fix(Σ)
(z1, z2, z3) ψ(x, y) (generators)

Trivial 0 D6 × T 2 0
(0, 0, 0)

Pseudo-rolls cosx O(2) × Z2 1
(x, 0, 0) ρ3, τ(0,p2), mx ◦ [π, 0]

Pseudo-hexagons cosk1 · x + cosk2 · x + cosk3 · x Z6 1
(x, x, x) ρ

Pseudo-triangles sink1 · x + sink2 · x + sink3 · x D̃3 1
(ix, ix, ix) mx ◦ ρ, ρ2

Pseudo-rectangles cosk2 · x − cosk3 · x Z2 × Z2 1
(0, x,−x) mx, ρ3

Table 6: Pseudoscalar bifurcation on the hexagonal lattice, in the ‘fundamental’case: axial branches,
fixed point subspaces and isotropy subgroups. xj ∈ R.

where, as before, c.c. denotes complex conjugate, and we have ignored the bounded variables ω ∈ Ω.
The action of the reduced symmetry group D6 × T 2 on the centre manifold C3 spanned by the three
mode amplitudes (z1, z2, z3) is

ρ(z1, z2, z3) = (z̄2, z̄3, z̄1) (32)

mx(z1, z2, z3) = −(z1, z3, z2) (33)

τp(z1, z2, z3) = (z1e
−ik1·p, z2e

−ik2·p, z3e
−ik3·p). (34)

where p = (p1, p2) is a translation vector in the two-torus T 2 ∼= R2/L. Note that the actions of
ρ and τp are unchanged, but that (33) differs from (18). This change has radical consequences:
there are now four axial branches, rather than two, and the bifurcation problem with D6 × T 2

symmetry now looks similar to the one with a midplane reflection studied in section 3.4. The axial
branches are listed in table 6. The other difference is in the visualisation of these planforms: because
orientation is important, and instead of plotting level sets of the streamfunction ψ, we need to plot
planar velocity vectors. This produces planform pictures that have the required symmetries (and
no more!), as shown in figure 11. Further details of stability, and pseudoscalar bifurcations on the
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Natural Patterns of cos(kx)

cos(x): Valais goat
(single color: f(x)=1, a lot of examples)
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