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## Introduction

## What is a neuron?

1. Brain is a network of simple elements called neuron.

2. The idea of neural networks began as a model of how neurons in the brain function and used connected circuits to simulate intelligent behavior.

## McCulloch and Pitts network (1943)

1. The first model of a neuron was invented by McCulloch (physiologists) and Pitts (logician).
2. This neuron has two types of binary inputs:

- excitatory inputs (shown by a)
- Inhibitory inputs(shown by b)

3. The output is binary: fires (1) and not fires (0).
4. Until sum of inputs is less than a certain threshold level, output remains zero.


## Perceptron (Frank Rosenblat (1958))

1. McCulloch and Pitts neurons can not learn.

2. Let $y$ be the correct output, and $f(x)$ the output function of the network. Perceptron updates weights.

$$
w_{j}^{(t)} \leftarrow w_{j}^{(t)}+\alpha x_{j}(y-f(x))
$$

3. McCulloch and Pitts' neuron is a better model for the electrochemical process inside the neuron than the Perceptron.
4. But Perceptron is the basis and building block for the modern neural networks.

## Problems with Perceptron (Minsky and Papert (1968))

1. Minsky and Papert published their book Perceptron.
2. The book shows that Perceptron could only solve linearly separable problems.
3. They showed that it is not possible for Perceptron to learn an XOR function.

4. The right network is called multilayer Perceptrons (MLP) network.
5. How do you learn a MLP network?
6. How many hidden layers do use in a MLP network?
7. How many hidden units in each hidden layer do use in a MLP network?

## Gradient based learning

## Multilayer Perceptrons

1. How do you learn the following Multilayer Perceptrons?

2. What are deep networks and shallow networks?

## Cost function

1. The goal of machine learning algorithms is to construct a model that can be used to estimate $y$ based on $x$.
2. Let the model be in form of

$$
h(x)=w_{0}+w_{1} x
$$

3. The goal of creating a model is to choose parameters so that $h(x)$ is close to $y$ for the training data, $x$ and $y$.
4. We need a function that will minimize the parameters over our dataset. A function that is often used is mean squared error,

$$
J(w)=\frac{1}{2 m} \sum_{i=1}^{m}\left(h\left(x_{i}\right)-y_{i}\right)^{2}
$$

5. How do we find the minimum value of cost function?

## Gradient descent

1. Gradient descent is by far the most popular optimization strategy, used in machine learning and deep learning at the moment.
2. Cost (error) is a function of the weights (parameters).
3. We want to reduce/minimize the error.
4. Gradient descent: move towards the error minimum.
5. Compute gradient, which implies get direction to
 the error minimum.
6. Adjust weights towards direction of lower error.

## Gradient descent (Linear Regression)

1. We have the following hypothesis and we need fit to the training data

$$
h(x)=w_{0}+w_{1} x
$$

2. We use a cost function such Mean Squared Error

$$
J(w)=\frac{1}{2 m} \sum_{i=1}^{m}\left(h\left(x_{i}\right)-y_{i}\right)^{2}
$$

3. This cost function can be minimized using gradient descent.

$$
\begin{aligned}
& w_{0}^{(t+1)}=w_{0}^{(t)}-\alpha \frac{\partial J\left(w^{(t)}\right)}{\partial w_{0}} \\
& w_{1}^{(t+1)}=w_{1}^{(t)}-\alpha \frac{\partial J\left(w^{(t)}\right)}{\partial w_{1}}
\end{aligned}
$$

$\alpha$ is step (learning) rate.

## Gradient based learning for single unit

1. Considering the following single neuron

2. We want to train this neuron to minimize the following cost function

$$
J(w)=\frac{1}{2 m} \sum_{i=1}^{m}\left(h\left(x^{i}\right)-y^{i}\right)^{2}
$$

2. Considering the sigmoid activation function $f(z)=\frac{1}{1+e^{-z}}$

3. We want to calculate $\frac{\partial J(w)}{\partial w_{i}}$

## Training neuron with sigmoid activation(regression)

1. We want to calculate $\frac{\partial J(w)}{\partial w_{i}}$
2. By using the chain rule, we obtain

$$
\begin{aligned}
\frac{\partial J(w)}{\partial w_{j}} & =\frac{\partial J(w)}{\partial f(z)} \times \frac{\partial f(z)}{\partial z} \times \frac{\partial z}{\partial w_{j}} \\
\frac{\partial J(w)}{\partial f\left(z^{i}\right)} & =\frac{1}{m} \sum_{i=1}^{m}\left(f\left(z^{i}\right)-y^{i}\right) \\
\frac{\partial f(z)}{\partial z} & =\frac{e^{-z}}{\left(1+e^{-z}\right)^{2}}=f(z)(1-f(z)) \\
\frac{\partial z}{\partial w_{j}} & =x^{j} \\
w_{j}^{(t+1)} & =w_{j}^{(t)}-\alpha \frac{\partial J(w)}{\partial w_{j}}
\end{aligned}
$$

$\alpha$ is the learning rate.

## Training neuron with sigmoid activation(classification)

1. We want to train this neuron to minimize the following cost function

$$
J(w)=\sum_{i=1}^{m}\left[-y^{i} \ln h\left(x^{i}\right)-\left(1-y^{i}\right) \ln \left(1-h\left(x^{i}\right)\right)\right]
$$

2. Computing the gradients of $J(w)$ with respect to $w$, we obtain

$$
\nabla J(w)=\sum_{i=1}^{m} y^{i} x^{i}\left(h\left(x^{i}\right)-y^{i}\right)
$$

3. Updating the weight vector using the gradient descent rule will result in

$$
w^{(t+1)}=w^{(t)}-\alpha \sum_{i=1}^{m} y^{i} x^{i}\left(h\left(x^{i}\right)-y^{i}\right)
$$

$\alpha$ is the learning rate.

## Activation function

## Identity activation function



Properties of identity activation function

1. Output of this functions will not be confined between any range.
2. It doesn't help with the complexity or various parameters of usual data that is fed to the neural networks.
3. It doesn't increase the complexity of hypothesis space of neural network

## Sigmoid activation function



Properties of sigmoid activation function

1. The sigmoid function is in interval $(0,1)$.
2. It is used to predict the probability as an output.
3. The function is differentiable.
4. The function is monotonic but its derivative is not.
5. This function can cause a neural network to get stuck at the training time.

## Hyperbolic tangent activation function



Properties Hyperbolic tangent activation function

1. The Tanh function is in interval $(-1,1)$.
2. It is used for classification of two classes.
3. The function is differentiable.
4. The function is monotonic but its derivative is not.
5. This function can cause a neural network to get stuck at the training time.
6. Both tanh and logistic sigmoid activation functions are used in feed-forward nets

## Rectified linear unit activation function



Properties Rectified linear unit (ReLU)

1. The ReLU is the most used activation function in the world right now.
2. The function is differentiable except at the origin.
3. The function and its derivative both are monotonic
4. All the negative values become zero immediately which decreases the ability of the model to train from the data properly.


Properties Leaky

1. The leaky ReLU helps to increase the range of the ReLU function.
2. Usually, the value of $a$ is 0.01 . $a$ is the slope of negative part.
3. When $a \neq 0.01$, then it is called Randomized ReLU.
4. Both Leaky and Randomized ReLU functions are monotonic in nature. Also, their derivatives monotonic in nature.

## Word embedding

## Introduction

1. How do you represent a word?

- Represent words as atomic symbols such as talk, university, building.
- Represent word as a one-hot vector such as

$$
\text { university }=(\underset{\text { egg }}{0}, \underset{\text { student' }}{0}, \underset{\text { talk' }}{0}, \underset{\text { university' building }}{1}, \ldots, \underset{\text { buy }}{0})
$$

2. Issues with on-hot representation

- How large is this vector? dimensionality is large; vector is sparse
- Representing new words (any idea?).
- How measure word similarity?


## Distributional representation

1. Local versus distributional representation

2. Linguistic items with similar distributions have similar meanings (words occur in the same contexts probably have similar meaning).

$$
\text { university }=(\underset{\text { egg }}{0.2,} \underset{\text { student }}{0.1}, 0.12, \underset{\text { talk }}{0.38}, \underset{\text { university' }}{0.2}, \underset{\text { buiding }}{0.2}, \ldots, \underset{\text { buy }}{0.12})
$$

3. Word meanings are vector of basic concept.
4. What are basic concept?
5. How to assign weights?
6. How to define the similarity/distance?

## How to use word vectors?

1. Distance/similarity

Cosine similarity Word vector are normalized by length

$$
\cos (\mathbf{u}, \mathbf{v})=\frac{\langle\mathbf{u}, \mathbf{v}\rangle}{\|\mathbf{u}\|\|\mathbf{v}\|}
$$

Euclidean distance

$$
d(\mathbf{u}, \mathbf{v})=\|\mathbf{u}-\mathbf{v}\|^{2}
$$

Inner product This is same as cosine similarity if vectors are normalized

$$
d(\mathbf{u}, \mathbf{v})=\langle\mathbf{u}, \mathbf{v}\rangle
$$

2. Choosing the right similarity metric is important.

## How to learn word vectors?

1. What are basic concept?

- We want that the number of basic concepts to be small and
- Basis be orthogonal

2. How to assign weights?
3. How to define the similarity/distance such as cosine similarity?

## Term-document incidence matrix

| Example |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
|  | Anthony and <br> Cleopatra | Julius <br> Caesar | The <br> Tempest | Hamlet | Othello | Macbeth | $\ldots$ |
| Anthony | 1 | 1 | 0 | 0 | 0 | 1 |  |
| Brutus | 1 | 1 | 0 | 1 | 0 | 0 |  |
| Caesar | 1 | 1 | 0 | 1 | 1 | 1 |  |
| Calpurnia | 0 | 1 | 0 | 0 | 0 | 0 |  |
| Cleopatra | 1 | 0 | 0 | 0 | 0 | 0 |  |
| mercy | 1 | 0 | 1 | 1 | 1 | 1 |  |
| worser | 1 | 0 | 1 | 1 | 1 | 0 |  |
| $\ldots$ |  |  |  |  |  |  |  |

Entry is 1 if term occurs. Example: Calpurnia occurs in Julius Caesar.
Entry is 0 if term doesn't occur. Example: Calpurnia doesn't occur in Tempest.
Each term is represented as a vector of bits.

## Term weighting

1. Evaluation of how important a term is with respect to a document.
2. First idea: the more important a term is, the more often it appears: term frequency

$$
t f_{t, d}=\sum_{x \in d} f_{t}(x) \text { where } f_{t}(x)= \begin{cases}1 & \text { if } x=t \\ 0 & \text { otherwise }\end{cases}
$$

3. The order of terms within a doc is ignored

## Inverse Document Frequency

1. Inverse document frequency of a term $t$ :

$$
i d f_{t}=\log \frac{N}{d f_{t}} \quad \text { with } N=\text { collection size }
$$

2. Rare terms have high idf, contrary to frequent terms
3. Example (Reuters collection):

| Term $t$ | $d f_{t}$ | $i d f_{t}$ |
| :--- | :---: | :---: |
| car | 18165 | 1.65 |
| auto | 6723 | 2.08 |
| insurance | 19241 | 1.62 |
| best | 25235 | 1.5 |

4. In tf-idf weighting, the weight of a term is computed using both $t f$ and idf:

$$
w(t, d)=t f_{t, d} \times i d f_{t} \quad \text { called } t f-i d f_{t, d}
$$

## Dimensionality reduction

1. we don't need all of the dimensions that represent a word, only the most important ones.
2. There are several techniques such as

- Principle Component Analysis (PCA): The most important dimensions contain the most variance
- Latent Semantic Analysis (LSA): Project terms and documents into a topic space using SVD on term-document (co-occurrence) matrix.
- Low-rank Approximation

3. Can we learn the dimensionality reduction from texts?

Word2vec algorithm

## Word2vec algorithm

1. Proposed by Mikolov et. al. and widely used for many NLP applications (Mikolov, Chen, et al. 2013; Mikolov, Sutskever, et al. 2013).
2. Key features

- Uses neural networks to train word / context classifiers (feed-forward neural net)
- Uses local context windows (environment around any word in a corpus) as inputs to the NN
- Removed hidden layer.
- Use of additional context for training LM's.
- Introduced newer training strategies using huge database of words efficiently.

3. In (Mikolov, Chen, et al. 2013), they proposed two architectures for learning word embeddings that are computationally less expensive than previous models.
4. In (Mikolov, Sutskever, et al. 2013), they improved upon these models by employing additional strategies to enhance training speed and accuracy.

## Continuous Bag-of-Words

1. Mikolov et al. thus used both the $n$ words before and after the target word $w_{t}$ to predict it.
2. They called this continuous bag-of-words (CBOW), as it uses continuous representations whose order is of no importance.
3. The objective function of CBOW in turn is

$$
I(\theta)=\sum_{t \in T e x t} \log P\left(w_{t} \mid w_{t-n}, \cdots, w_{t-1}, w_{t+1}, \cdots, w_{t+n}\right)
$$



## Continuous Bag-of-Words

1. Let vocabulary size be $V$ and hidden layer size be $N$.
2. The input is a one-hot encoded vector $\mathbf{x}=\left(x_{1}, \ldots, x_{V}\right)$.

3. Weights between input layer and hidden layer is represented by $V \times N$ matrix $\mathbf{W}$.
4. Each row of $\mathbf{W}$ is the $N$-dimension vector representation $\mathbf{v}_{w_{l}}$ of the input word.
5. Let $x_{k}=1$ and $x_{j}=0$ for $j \neq k$, then

$$
\mathbf{h}=\mathbf{W}^{\top} \mathbf{x}=\mathbf{v}_{w_{1}}^{\top}
$$

6. This implies that activation function of the hidden layer units is simply linear.
7. Weights between hidden layer and output layer is represented by $N \times V$ matrix $\mathbf{W}^{\prime}$.

## Continuous Bag-of-Words

1. Using these weights, we can compute a score $\mathbf{u}_{j}$ for each word in the vocabulary.

$$
\mathbf{u}_{j}=\mathbf{v}_{w_{j}}^{\prime \top} \mathbf{h}
$$

where $\mathbf{v}_{w_{j}}^{\prime}$ is the $j$-th column of the matrix $\mathbf{W}^{\prime}$
2. Then, softmax is used to obtain the posterior distribution of words.

$$
p\left(w_{j} \mid w_{l}\right)=y_{j}=\frac{\exp \left(\mathbf{u}_{j}\right)}{\sum_{k=1}^{V} \exp \left(\mathbf{u}_{k}\right)}
$$

where $y_{j}$ is the output of the $j$-the unit in the output layer.
3. By replacing the above two equation, we obtain

$$
p\left(w_{j} \mid w_{l}\right)=\frac{\exp \left(\mathbf{v}_{w_{j}}^{\prime} \mathbf{v}_{w_{l}}\right)}{\sum_{k=1}^{V} \exp \left(\mathbf{v}_{w_{k}}^{\prime} \mathbf{v}_{w_{l}}\right)}
$$

4. Note that $\mathbf{v}_{w}$ and $\mathbf{v}_{w}^{\prime}$ are two representations of the word $w$.
5. They are called input vector, and output vector of the word $w$.

## Skip-gram

1. Instead of using the surrounding words to predict the center word as with CBOW, skip-gram uses the center word to predict the surrounding words.
2. The skip-gram objective thus sums the log probabilities of the surrounding $n$ words to the left and to the right of the target word $w_{t}$ to produce the following objective function.

$$
I(\theta)=\sum_{t \in \text { Text }} \sum_{-n \leq j \leq n, j \neq 0} \log P\left(w_{t+j} \mid w_{t}\right)
$$



## Skip-gram (calculating the output)

1. Let vocabulary size be $V$ and hidden layer size be $N$.
2. The input is a one-hot encoded vector $\mathbf{x}=\left(x_{1}, \ldots, x_{V}\right)$.
3. Weights between input layer and hidden layer is represented by $V \times N$ matrix $\mathbf{W}$.
4. Each row of $\mathbf{W}$ is the $N$-dimension vector representation $\mathbf{v}_{w_{1}}$ of the input word.

$$
\mathbf{h}=\mathbf{W}^{\top} \mathbf{x}=\mathbf{v}_{w_{1}}^{\top}
$$

5. On the output layer, instead of outputting one multinomial distribution, $C$-multinomial distributions are output.
6. Each output is computed using the same hidden-output

$$
p\left(w_{c, j}=w_{o, c} \mid w_{l}\right)=y_{c, j}=\frac{\exp \left(\mathbf{u}_{c, j}\right)}{\sum_{k=1}^{V} \exp \left(\mathbf{u}_{k}\right)}
$$

where $w_{c, j}$ is the $j$-th word on the $c$-th panel of output layer and $w_{o, c}$ is the actual $c$-th word in the output context words.

## Global Vectors for Word Representation

## Global Vectors for Word Representation

1. Skip-gram doesn't utilize the statistics of corpus since they train on separate local context windows instead of on global co-occurrence counts.
2. The statistics of word occurrences in a corpus is the primary source of information available to all unsupervised methods for learning word representations.
3. Glove model aims to combine the count-based matrix factorization and the context-based skip-gram model together (Pennington, Socher, and Manning 2014).
4. Let $X_{i j}$ be the number of times word $j$ occurs in the context of word $i$.
5. Let $X_{i}=\sum_{k} X_{i k}$ be the number of times any word appears in context of word $i$.
6. Let $P_{i j}=P(j \mid i)=\frac{X_{i j}}{X_{i}}$ be the probability that word $j$ appear in context of word $i$.

## Global Vectors for Word Representation

1. Co-occurrence probabilities for target words ice and steam with selected context words from a 6 billion token corpus.

| Probability and Ratio | $k=$ solid | $k=$ gas | $k=$ water | $k=$ fashion |
| :--- | :---: | :---: | :---: | :---: |
| $P(k \mid$ ice $)$ | $1.9 \times 10^{-4}$ | $6.6 \times 10^{-5}$ | $3.0 \times 10^{-3}$ | $1.7 \times 10^{-5}$ |
| $P(k \mid$ steam $)$ | $2.2 \times 10^{-5}$ | $7.8 \times 10^{-4}$ | $2.2 \times 10^{-3}$ | $1.8 \times 10^{-5}$ |
| $P(k \mid$ ice $) / P(k \mid$ steam $)$ | 8.9 | $8.5 \times 10^{-2}$ | 1.36 | 0.96 |

2. Considering two words $i=i c e$ and $j=$ steam and study their relationship using various probe words, $k$.
3. For words $k$ related to ice but not steam, say $k=$ solid, we expect the ratio $\frac{P_{i k}}{P_{j k}}$ will be large.
4. For words $k$ related to steam but not ice, say $k=$ gas, we expect the ratio $\frac{P_{i k}}{P_{j k}}$ will be small.
5. For words $k$ like water or fashion, that are either related to both ice and steam, or to neither, the ratio should be close to one.
6. Glove uses these global information to learn word representation.

Term embeddings for IR

## Introduction

1. Traditional IR models use local representations of terms for query-document matching.
2. The most straight-forward use case for term embeddings in IR is to enable inexact matching in the embedding space.
3. These approaches can be broadly categorized as (Mitra and Craswell 2018)

- Methods comparing the query with the document directly in the embedding space,
- Methods using embeddings to generate suitable query expansion candidates from a global vocabulary and then perform retrieval based on the expanded query.


## Query-document matching

1. These methods

Query embedding finds the term embedding for each query term, and then aggregate these embedding using average word/ term embeddings.
Document embedding finds the term embedding for each document term, and then aggregate these embedding using average word/ term embeddings.
Query-document mathcing The query and the document embeddings can be compared using a variety of similarity metrics, such as cosine similarity or dot-product.
2. The term embeddings must be appropriate for the retrieval scenario.
3. The following embeddings are common.

- LSA
- word2vec
- GloVe


## Query expansion

1. Instead of comparing the query and the document directly in the embedding space, an alternative approach is to use term embeddings to find good expansion candidates from a global vocabulary, and then retrieving documents using the expanded query.
2. Different functions have been proposed for estimating the relevance of candidate terms to the query.
3. This approach involves comparing the candidate term individually to every query term using their vector representations, and then aggregating the scores.
4. For example,

$$
\operatorname{score}\left(t_{c}, q\right)=\frac{1}{|q|} \sum_{t_{q} \in q} \cos \left(v_{t_{c}}, v_{t_{q}}\right)
$$

5. Term embedding based query expansion performs worse than pseudo-relevance feedback.
6. But it has better performances when used in combination with pseudo-relevance feedback.

Summary
$\qquad$

## Query expansion

1. In information retrieval, deep learning can be used for

- distributed representations of documents and queries,
- learn to match models by/ without using relevance feedback,
- learn to rank,
- entity linking/resolution,
- recommender systems,
- sentiment analysis,
- expertise retrieval,


## References

$\qquad$
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## Questions?

