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Abstract

In this paper a locally mass conservative finite volume method is employed to model the one-dimensional, two-phase immiscible flow in a poroelastic media. Since, an appropriate choice of primary variables is critical in simulating multiphase subsurface flow, depending on such a choice, the governing equations can be expressed in different forms. By implementing Picard iteration to a highly nonlinear system of equations, three numerical models including pressure form, mixed form and mixed form with a modified Picard linearization are developed in this study. These models have been evaluated in terms of stability, convergence and mass conservation in various one-dimensional test cases. Selecting water saturation in the mixed form as a primary variable, which is not frequent in the geotechnical engineering, could produce convergence problems in transition from saturated to unsaturated regimes, but in other conditions show good convergence and also mass balance properties. The pressure form and the mixed form with a modified Picard linearization converge in all test cases even near the fully saturated conditions. The pressure form suffers from poor mass balance and the mixed form with a modified Picard linearization poses superior mass balance property than the pressure form. In order to solve the coupled multiphase flow and geomechanics, two coupling strategies are used, first the fully coupled approach and second the iterative algorithm based on the fixed-stress operator split. Comparison between the total number of iterations and the total execution time of the fully coupled method and the fixed-stress schemes are presented through different one-dimensional examples. The accuracy, robustness and efficiency of the fixed-stress method have been demonstrated due to the reduced CPU time and low values of error for different variables.

1. Introduction

The coupling between multiphase flows and geomechanics is of significant interest in a diverse range of engineering fields. In reservoir engineering, examples of applications include land subsidence, hydraulic fracturing, wellbore instability, casing damage and sand production [1]. Within the field of environmental engineering, soil contamination problems caused by the release of petroleum hydrocarbons and immiscible industrial wastes are highly nonlinear and challenging to be solved [2–4] and in some cases they may require a coupled hydro-mechanical analysis in deformable subsystems [5,6]. Moreover, consolidation of partially saturated soils and land settlement due to groundwater pumping are problems of considerable concern in soil mechanics and geotechnical engineering in which coupled simulators are needed [7–11].

To describe multiphase subsurface flow, an appropriate choice of primary variables is critical in simulating the resulting nonlinear system [12,13]. Depending on such a choice, the governing equations can be expressed in different forms. In the context of multiphase flow, the basic formulations involve the pressure and the saturation of the fluid phases. For these two types of unknowns, the formulations can be derived as: “the pressure form” in which the state variables are the fluid pressures, “the saturation form” where the saturation of the fluid phases set as primary variables and “the mixed form” in which both pressure and saturation appear as unknowns [14]. Since, it is infeasible to model the saturated regions with the saturation form of flow equations, this approach is not well adopted. Also, because of the assumption of the deforming porous media, the solid skeleton displacement is set as the third independent variable. For the mixed form, Li [15] and Li et al. [16] developed a model based on state variables including degree of water saturation, pore water pressure and solid displacement for the water–oil and water–air systems, respectively. In Ref. [17], formulations based on gas pressure, water
saturation and displacement as primary variables have been proposed in a water and gas system. For the pressure form, in [6,9,18–20] the pressures of the wetting and non-wetting phase act as basic variables, while in [13,21–23] capillary pressure is one of the related primary variables. Comparative studies on selecting primary variables in the case of a rigid porous media has been discussed in the literature [14,24–28]. Numerical simulation based on pressure form, provides unique and continuous solutions. Models of this type could be used in both unsaturated and saturated zones, but the method suffers from poor mass balance [14,24,26]. In contrast, mixed form achieves a better mass balance. Also, in [14] the mixed form of multiphase flow has been linearized with a modified Picard iteration which results in excellent mass balance accuracy.

In the cases where solid deformation is involved, due to the above mentioned advantages the pressure form has been extensively used. In [29] the mass conservation errors have been examined for the coupled geomechanics and multiphase flow for two problems in water–oil reservoir. Since, in modeling multiphase flow in a deformable porous media, most attention has been paid to stability and convergence properties and in comparison little effort has been directed to mass conservation analysis, in this research a detailed comparative study has been performed on this aspect alongside of the stability and convergence criteria.

Due to the highly nonlinear nature of the governing system of equations, numerical discretization should be implemented. Different spatial techniques have been used to solve the coupled equations. The finite element method is the most popular in soil consolidation problems and geotechnical engineering [6–9,11,13,18,20,22,23,30]. Despite advantages of this method in dealing with complex geometries and unstructured grids, numerical instabilities can occur for the standard finite element when strong pressure gradients appear [31–34]. The other numerical method which is widely used in the reservoir problems is finite volume method (FVM). This computational scheme preserves local conservation and is capable of capturing more accurate solution for heterogeneous material and especially at the discontinuities, as illustrated in [35]. In [31], the finite volume method has been employed for discretization of the two-phase flow and the nodal based finite element scheme for the mechanical equation. The proposed model has been verified for the water-flooding problem in an oil reservoir. Also, in [36,37], finite volume method has been used to solve the Richards equation in a rigid soil. Because of the advantages of the FVM in local conservation at the element level and eliminating pressure oscillations, this approach has been implemented in this study to solve the coupled hydro-mechanical problem.

In order to solve the hydro-mechanical coupled set of equations, two strategies can be used, first the fully coupled approach and second the sequential algorithm [35,38–40]. There are several types of sequential methods based on the different degrees of coupling which can be categorized into iteratively, explicit and loosely coupled schemes [35,38–40]. In a fully coupled fashion, one matrix system is built to solve simultaneously the equilibrium equation and the continuity equations for the immiscible flowing fluids [17,30,41–44]. Despite the stability and convergence properties of this scheme, computational cost is the issue which may make the algorithm inefficient. In contrast, by using sequential strategies, computational speed will improve, while accuracy, stability and convergence properties are affected. Among the sequential schemes, the iteratively coupled with tight convergence criteria provide higher accuracy which also has the flexibility and modularity properties of the staggered schemes [29,35,45,46]. In this approach, the coupled system of equations is split into two sub-problems, which are the geomechanical equilibrium and the mass balance equations of the fluid phases. The data exchange is performed iteratively between these two portions at each time step until convergence is achieved. To overcome convergence problems which the sequential schemes deal with, different operator splits, namely, drained, undrained, fixed-strain and fixed-stress splits, have been proposed [35,46–48]. Stability analysis indicates that among these operator splits, fixed-stress split is unconditionally stable for the backward Euler time discretization, even in an incompressible system [31,46,48] and takes less number of iterations to converge [35,48]. In this method the flow equations are solved first by freezing the time-variation of the volumetric stress [31,46,48]. This method has been addressed in this paper to solve the coupled system of equations. The other sequential schemes including explicit and loosely coupled suffer from low accuracy [35] and are not included in this research.

The objectives of this study are to compare different forms of the multiphase flow in poroelastic media including pressure form, mixed form and mixed form with a modified Picard linearization in terms of stability, convergence and mass conservation, in the context of FVM. Moreover, two coupling methods of fully coupled and iteratively coupled are presented for the coupled multiphase flow and geomechanics in the presence of capillarity and the accuracy and efficiency of these two schemes are analyzed. To authors’ knowledge this work is the first systematic comparative study of mathematical formulations and numerical coupling strategies for two-phase flow in deforming porous media.

Mathematical models for coupled multiphase flow and geomechanics, based on the different sets of primary variables are derived in Section 2. In Section 3, the finite volume formulations of different forms of the governing equations are generated and then, the coupling strategies are illustrated. Numerical results and comparisons are presented in Section 4, and some conclusions are drawn at the end.

2. Mathematical formulations and governing equations

The full dynamic behavior of multiphase systems based on averaging theories and a classical point of view on Biot’s theory is developed in [7]. Since throughout this paper the numerical solution of the resulting governing equations is dealt with, the mathematical model using Biot’s theory has been presented. In this physical approach, the mass balance equation for the solid phase can be written as [7]

$$\frac{\partial (1 - n) \rho_s}{\partial t} + d \nu ((1 - n) \rho_s \mathbf{v}_s) = 0$$

(1)

where $n$ is the porosity of the medium, $\rho_s$ is the density of the solid phase, $t$ is time and $\mathbf{v}_s$ is the solid phase velocity. Also the mass conservation equation for each fluid phase can be expressed as follows

$$\frac{\partial (n S_a \rho_a)}{\partial t} + d \nu (n S_a \rho_a \mathbf{v}_a) = 0$$

(2)

where $S_a$, $\rho_a$ and $\mathbf{v}_a$ are the degree of saturation, density and absolute velocity of the fluid phase $a$, respectively. To formulate final forms of continuity equations, the time derivative of the above equations are expanded and then Eq. (1) divided by $\rho_s$ is added to Eq. (2) divided by $S_a \rho_a$. By introducing relative velocities of flowing phases with respect to the solid phase as $\mathbf{v}_{sa} = \mathbf{v}_a - \mathbf{v}_s$ and the material time derivative as $\frac{\partial}{\partial t} = \frac{\partial}{\partial t} + \nu (\mathbf{v} \cdot \nabla) \mathbf{v}$, we have [7]:

$$\frac{1 - n}{\rho_s} \frac{\partial P_s}{\partial t} + d \nu \mathbf{v}_s + \frac{n}{\rho_s} \frac{\partial P_s}{\partial t} + \frac{n}{S_a} \frac{\partial S_a}{\partial t} + \frac{1}{S_a \rho_a} d \nu (n S_a \rho_a \mathbf{v}_{sa})$$

(3)

By considering the solid and fluid phases as compressible, constitutive relationships for the material time derivatives of the densities of these phases are needed for the case of isothermal condition.
For the slightly compressible fluids (e.g. water and oil) this relation is as follows [7]:
\[
\frac{1}{\rho_s} \frac{Dp_s}{Dt} = \frac{1}{K_s} \frac{Dp_s}{Dt} + \frac{1}{\rho_f} \frac{Dp_f}{Dt}
\]
(4) in which \(p_s\) and \(K_s\) are the pressure and the bulk modulus of the fluid phase \(s\), respectively. For the gas phase, by assuming ideal gas behavior, the constitutive relationship can be written as follows [7]:
\[
\frac{1}{\rho_g} \frac{Dp_g}{Dt} = \frac{1}{K_g} \frac{Dp_g}{Dt}
\]
(5)
As the above equation shows, for a perfect gas the bulk modulus varies directly with pressure (\(K_g = p_g\)). In the cases where the pressure of the gas phase (air pressure) remains close to the standard atmospheric pressure, \(K_g\) can be considered constant and equal to this datum. This assumption is valid for the cases presented in this study. Also for the solid phase, we have [7]:
\[
\frac{1}{\rho_s} \frac{Dp_s}{Dt} = 1 - n \left[ \frac{b - n}{K_s} \frac{Dp_s}{Dt} - (1 - b) \text{div} \mathbf{v}_s \right]
\]
(6)
where \(b\) is the Biot coefficient and defined as \(b = 1 - \frac{\sigma_{e}}{\sigma_{sw}}\). \(K_s\) and \(K_r\) are the bulk modulus of the porous medium and the solid grain respectively and \(\sigma_{e}\) denotes the average pore pressure which for a two-phase flow system calculated from \(p = \sum_{s=\text{w,\text{nw}}} p_s S_s\) (i.e. summation on wetting and non-wetting fluid phases). Also the term \(\text{div} \mathbf{v}_s\) is given by [7]:
\[
\text{div} \mathbf{v}_s = \frac{\partial \sigma_{e}}{\partial t}
\]
(7)
where \(\sigma_{e}\) is the volumetric strain. By substituting Eqs. (4)–(7) into Eqs. (8) and (9) the pressure form of mass flow equations for the continuous equations of wetting and non-wetting fluids are obtained as follows:
\[
\left( b - n \right) S_w \frac{\partial p_w}{\partial t} + \frac{\partial}{\partial x} \left( b - n \right) S_w \frac{\partial p_w}{\partial x} + \frac{\partial}{\partial y} \left( b - n \right) S_w \frac{\partial p_w}{\partial y} + \frac{\partial}{\partial z} \left( b - n \right) S_w \frac{\partial p_w}{\partial z} + \frac{1}{\rho_w} \text{div} \left( \rho_w k_{kw} \left( -\nabla p_w + \rho_w g \right) \right) = 0
\]
(8)
\[
\left( b - n \right) S_{nw} \frac{\partial p_w}{\partial t} + \frac{\partial}{\partial x} \left( b - n \right) S_{nw} \frac{\partial p_w}{\partial x} + \frac{\partial}{\partial y} \left( b - n \right) S_{nw} \frac{\partial p_w}{\partial y} + \frac{\partial}{\partial z} \left( b - n \right) S_{nw} \frac{\partial p_w}{\partial z} + \frac{1}{\rho_{nw}} \text{div} \left( \rho_{nw} k_{knw} \left( -\nabla p_w + \rho_{nw} g \right) \right) = 0
\]
(9)
where \(k\) is the intrinsic permeability tensor, \(k_w\) and \(k_{nw}\) are the relative permeabilities of the wetting and non-wetting phases which are functions of degree of saturation. \(\mu_w\) and \(\mu_{nw}\) denote the dynamic viscosities of the two fluid phases, \(g\) is the gravity vector and \(p_c\) is the capillary pressure which is defined as \(p_c = p_{nw} - p_{w}\) and also can be determined experimentally as a function of degree of saturation. Here, the intrinsic permeability is considered to remain constant, which is a general assumption in standard reservoir simulations and the problems deal with modeling the partially saturated soils. In addition, hysteresis effects are ignored.

Under the quasi-static condition, the linear momentum balance equation for the multiphase medium can be expressed as follows [7]
\[
\text{div} \sigma + \rho_t \mathbf{f} = 0
\]
(10)
in which \(\sigma\) is the total stress tensor, \(\mathbf{f}\) is the body force and \(\rho_t\) is the bulk density which is defined as \(\rho_t = (1 - n) \rho_s + n(S_w \rho_w + S_{nw} \rho_{nw})\). The equation which relates the total stress to the pore pressure of the fluid phases and the effective stress, for the compressible solid grains can be written as [7]:
\[
\sigma = \sigma' - b \Delta \hat{p}
\]
(11)
In which \(\sigma'\) is the modified effective stress tensor which causes the deformations of the solid skeleton and \(b\) is the second-order unit tensor. By assuming linear elastic behavior, the modified effective stress can be defined as a function of total strain, as follows
\[
\frac{\partial \sigma'}{\partial \varepsilon} = D \frac{\partial \varepsilon}{\partial t}
\]
(12)
where \(D\) represents the elastic stiffness tensor and \(\varepsilon\) is the total strain tensor.

Introducing definitions (11) and (12) into Eq. (10) and differentiating the resulting equation with respect to time [6,30,9,18], yields to the following equation of geomechanical equilibrium.
\[
\text{div} \left( D \frac{\partial \varepsilon}{\partial t} - b \frac{\partial \Delta \hat{p}}{\partial t} \right) = \rho_t \frac{\partial \mathbf{f}}{\partial t}
\]
(13)

2.1. Primary variable selection

To derive a fully coupled system to simultaneously solve the mass balance and the mechanical equilibrium equations, appropriate choice of primary variables is essential and reformulation of Eqs. (8), (9) and (13) in terms of these selected variables are required. For this purpose two types of primary variables are selected. In the first type, formulations are based on the pressure of fluid phases and in the second type, saturation and the pressure of the wetting phase are the unknown variables. The mathematical equations are developed in the following sections and appropriate constitutive relationships are implemented in each case.

2.1.1. Pressure form

In this form of formulations, the displacement and the pressure of fluid phases are selected as a set of state variables. Based on the capillary pressure–saturation relationship and by applying the chain rule, the term \(\frac{\partial S_{nw}}{\partial \varepsilon}\) can be rewritten in the following way [9]
\[
\frac{\partial S_{nw}}{\partial \varepsilon} = \frac{ds_{nw}}{dp_w} \frac{\partial p_w}{\partial \varepsilon}
\]
(14)
The sum of saturations of all fluid phases is equal to unity, so by imposing the constraint \(\sum_{s=\text{w,\text{nw}}} S_s = 1\) and substituting expression (14) into Eqs. (8) and (9), the pressure form of mass flow equations are derived as follows:
\[
\left[ \frac{b - n}{K_s} S_s + \nu S_w \right] \frac{\partial p_w}{\partial t} + \frac{\partial}{\partial x} \left[ \frac{b - n}{K_s} S_s \frac{\partial p_w}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \frac{b - n}{K_s} S_s \frac{\partial p_w}{\partial y} \right] + \frac{\partial}{\partial z} \left[ \frac{b - n}{K_s} S_s \frac{\partial p_w}{\partial z} \right] + \frac{1}{\rho_w} \text{div} \left[ \rho_w k_{kw} \left( -\nabla p_w + \rho_w g \right) \right] = 0
\]
(15)
\[
\left[ \frac{b - n}{K_s} S_{nw} \right] \frac{\partial p_w}{\partial t} + \frac{\partial}{\partial x} \left[ \frac{b - n}{K_s} S_{nw} \frac{\partial p_w}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \frac{b - n}{K_s} S_{nw} \frac{\partial p_w}{\partial y} \right] + \frac{\partial}{\partial z} \left[ \frac{b - n}{K_s} S_{nw} \frac{\partial p_w}{\partial z} \right] + \frac{1}{\rho_{nw}} \text{div} \left[ \rho_{nw} k_{knw} \left( -\nabla p_w + \rho_{nw} g \right) \right] = 0
\]
(16)
In the same manner, the rate of the average pore pressure in the geomechanical equation can be determined as [9]:

\[
\frac{\partial \bar{p}}{\partial t} = \frac{\partial p_w}{\partial t} + \frac{\partial \bar{p}_w}{\partial t} + p_w \frac{\partial D_w}{\partial t} + p_{nw} \frac{\partial \bar{D}_{nw}}{\partial t}
\]

\[
= \left( S_w + p_c \right) \frac{\partial \bar{p}_w}{\partial t} + \left( 1 - S_w - p_c \right) \frac{\partial \bar{p}_{nw}}{\partial t}
\]

\[
(17)
\]

Finally, applying Eq. (17) into Eq. (13), leads to the following expression for the pressure form of the geomechanical equation:

\[
div \left[ \frac{D}{\partial t} - b f \left( \left( S_w + p_c \frac{\partial D_w}{\partial t} \right) + \left( 1 - S_w - p_c \right) \frac{\partial \bar{D}_{nw}}{\partial t} \right) \right] = \rho_b \frac{\partial \bar{a}}{\partial t}
\]

\[
(18)
\]

2.1.2. Mixed form

In the mixed form, the displacement of the solid skeleton, pore water pressure and the degree of water saturation are taken as the independent variables. Since capillary pressure is considered as a function of saturation, i.e. \( p_c = f(S_w) \), by imposing this constraint the mass conservation equations can be written as follows

\[
\left[ \frac{b - n}{K_s} + \frac{n}{K_w} \right] S_w \frac{\partial p_w}{\partial t} + \frac{\partial p_{nw}}{\partial t} + \frac{b}{K_w} \frac{\partial \bar{D}_{nw}}{\partial t} + 1 \frac{\partial p_{nw}}{\partial t} \left[ p_{nw} \frac{k_m c_{nw}}{\mu_{nw}} (-\operatorname{grad} p_w + \rho_w \mathbf{g}) \right] = 0
\]

\[
(19)
\]

Also, with respect to the primary variables (i.e., pressure, saturation and displacement), the geomechanical equation takes the following form

\[
div \left[ \frac{D}{\partial t} - b f \left( \left( \frac{b - n}{K_s} + \frac{1}{K_w} \right) \frac{\partial p_w}{\partial t} + \left( \frac{b - n}{K_s} - \frac{n}{K_w} \right) \frac{\partial p_{nw}}{\partial t} + \frac{b}{K_w} \frac{\partial \bar{D}_{nw}}{\partial t} + 1 \frac{\partial p_{nw}}{\partial t} \left[ p_{nw} \frac{k_m c_{nw}}{\mu_{nw}} (-\operatorname{grad} p_w + \rho_w \mathbf{g}) \right] \right) \right] = \rho_b \frac{\partial \bar{a}}{\partial t}
\]

\[
(20)
\]

2.2. Initial and boundary conditions

The above equations form a coupled hydro-mechanical system defined on a domain \( \Omega \) bounded by the boundary \( \Gamma \). To complete the mathematical formulations, the initial and boundary conditions associated with each type of primary unknowns can be expressed as follows:

2.2.1. Primary variables: \( p_w, p_{nw}, u \)

For this set of primary variables, the initial and boundary conditions could be defined as follows:

- Initial conditions

\[
\begin{aligned}
\mathbf{u} &= \mathbf{u}^0 \\
p_w &= p_{nw}^0, \quad \mathbf{u} = \mathbf{u}^0, \quad \alpha = \omega, nw \\
\end{aligned}
\]

\[
(22)
\]

\( \mathbf{u}^0 \) and \( p_{nw}^0 \) are the initial value of the displacement and the \( \alpha \)-phase pressure, respectively.

- Boundary conditions

\[
\begin{aligned}
\mathbf{u} &= \mathbf{u}_0 & \text{on } \Gamma_u \\
p_w &= p_{nw} = p_{nw0} & \text{on } \Gamma_p \\
\end{aligned}
\]

\[
(23)
\]

\( \mathbf{u}_0 \) and \( p_{nw0} \) are the prescribed displacement and traction, respectively on the corresponding boundaries, namely \( \Gamma_u \) and \( \Gamma_p \), whereas \( p_{nw} \) and \( \mathbf{q}_s \) denote the imposed pore pressure and flux of fluid phase \( \alpha \), on the boundaries \( \Gamma_p \) and \( \Gamma_u \), respectively and \( \mathbf{n} \) is the unit normal vector of the boundary [9]. \( \Gamma_u \) and \( \Gamma_p \) correspond to the Dirichlet boundary condition for the displacement and the \( \alpha \)-phase pressure, respectively. Also \( \Gamma_u \) and \( \Gamma_p \) are the Neumann type boundary conditions. In Eqs. (22) and (23), \( \Gamma_u \cup \Gamma_t = \Gamma_p \cup \Gamma_q = \Gamma \) and \( \Gamma_u \cap \Gamma_t = \Gamma_p \cap \Gamma_q = \emptyset \).

2.2.2. Primary variables: \( p_w, S_w, u \)

For this type of primary variables, we have:

- Initial conditions

\[
\begin{aligned}
\mathbf{u} &= \mathbf{u}_0 & \text{at } t = 0 \text{ and on } \Omega \\
p_w &= p_{nw}^0 \quad \text{on } \Gamma_u \\
S_w &= S_{w0} & \text{on } \Gamma_p \\
\end{aligned}
\]

\[
(24)
\]

\( p_{nw}^0 \) and \( S_{w0} \) denote the initial value of water pressure and water saturation, respectively.

- Boundary conditions

For the Neumann boundary conditions the equations are the same, while for the Dirichlet boundary condition, we have

\[
\begin{aligned}
\mathbf{u} &= \mathbf{u}_0 & \text{on } \Gamma_u \\
p_w &= p_{nw} \quad \text{and } S_w = S_{w0} & \text{on } \Gamma_p \\
\end{aligned}
\]

\[
(25)
\]

where \( p_{nw} \) and \( S_{w0} \) are the prescribed value of water pressure and saturation on the boundary \( \Gamma_p \), respectively.

3. Numerical model

Following the general procedure of the FVM, first the solution domain is subdivided into a number of finite volumes in such a way that a dual mesh of control volumes is generated. In this staggered grid arrangement, two different spatial grids are used: one for the discretization of the pressure and saturation unknowns and the other for the displacements. In a one-dimensional simulation, the control volumes and the location of the solution variables are depicted in Fig. 1. This space discretization strategy preserves mass conservation at the element level, yields continuous displacement field and leads to higher accuracy for stresses and fluxes at the interfaces [35,46,49,50]. Also for temporal discretization, a grid in time with a step-size \( \Delta t \) is employed. According to these grids, the notations for discrete parameters are introduced as follows

\[
\begin{aligned}
\mathbf{u}_i &= u_i^d : = u_{i,t}^d : = u_{w,.5}, t_h, \\
p_{nw}^i &= p_{nw}^i : = p_{nw,.5}, t_h, \\
S_{w}^i &= S_{w}^i : = S_{w,.5}, t_h, \quad \alpha = \omega, nw \\
\end{aligned}
\]

\[
(26)
\]

where \( p_{nw}^i, S_{w}^i \) and \( u_i^d \) are the \( \alpha \)-phase pressure, saturation and displacement at time \( t_h \). \( p_{nw}^i \) and \( S_{w}^i \) denote \( \alpha \)-phase pressure and saturation at node \( i \) and \( u_i^d \) refers to displacement at node \( i - 0.5 \).

In the next step, by integrating the flow equations on a control volume \((z_{i,.5}, z_{i,.0})\) and the mechanical equation on \((z_{i,1}, z_{i,0})\), the
finite volume scheme is obtained. The detailed formulations for each form of equations are described in the following sections. Also for discretization of the time derivative, as included by many authors, unconditional stability would be obtained for a time weighting factor greater than 0.5 [9,13,51]. Therefore, as considered in [30,13,19] fully implicit time discretization has been performed in this research.

In order to solve the resulting non-linear coupled system of equations, iterative schemes are required to deal with nonlinearities. For linearization of the pressure and mixed form of the governing equations at each time step, the Picard iteration scheme (fixed point) has been employed because of its robustness [21]. The other procedure which can be applied to the mixed form is a modified Picard linearization. Within this approach the pressure of the fluid phases and the displacement are used as the primary variables for the solution at a new iteration step. To solve nonlinear forms of multiphase equations during the iteration process, different convergence criteria have been suggested and utilized for the rigid [28,52,53] and deformable porous media [6,9,54]. In this study convergence criteria which are based on a maximum difference of the state variables between successive time steps have been used as

\[
\begin{align*}
\max \left| \frac{p_{w, i+1}^{n+1,k} - p_{w, i+1}^{n,k}}{p_{w, i+1}^{n,k}} \right| & \leq \epsilon_p \\
\max \left| \frac{w_{w, i+1}^{n+1,k} - w_{w, i+1}^{n,k}}{w_{w, i+1}^{n,k}} \right| & \leq \epsilon_w \\
\max \left| \frac{u_{w, i+1}^{n+1,k} - u_{w, i+1}^{n,k}}{u_{w, i+1}^{n,k}} \right| & \leq \epsilon_u 
\end{align*}
\]

(27)

in the above expression, superscript n denotes time level and k is the iteration counter. \(\epsilon_p\), \(\epsilon_w\), and \(\epsilon_u\) indicate the convergence tolerance for pressure of the \(\varphi\)-phase, saturation and displacement, respectively. The values of the convergence tolerances depend upon the desired accuracy and the physics of the problem, and are determined in each case to accelerate the convergence.

3.1. Finite volume framework

The discretized forms of the solution strategies for the uniform structured grid in one dimension (Fig. 1) are derived in the finite volume framework in the following sections.

3.1.1. Pressure form

As mentioned above, by employing FVM for discretization of the differential problems (15) and (16) over a control volume \((\mathcal{Z}_{0,5}, \mathcal{Z}_{0,5})\) and introducing the volumetric strain for a one-dimensional simulation as \(\epsilon_v = \frac{\Delta z}{w}\), full discretizations for the pressure form of the wetting and non-wetting phases, respectively, yield:

\[
\begin{align*}
\frac{b - n}{K_s} \left( w_{w, i+1}^{n+1,k} - w_{w, i+1}^{n,k} \right) + \frac{n}{K_s} w_{w, i+1}^{n+1,k} - n \left( \frac{dS_w}{dp_w} \right)_{i+1}^{n+1,k} \\
\times \frac{p_{w, i+1}^{n+1,k} - p_{w, i}^{n}}{\Delta t} + \frac{b - n}{K_s} w_{w, i+1}^{n+1,k} (1 - w_{w, i+1}^{n+1,k}) \\
\times \frac{p_{w, i}^{n+1,k} - p_{w, i}^{n}}{\Delta t} + b_{i+1}^{n+1,k} \left( u_{w, i+1}^{n+1,k} - u_{w, i+1}^{n,k} \right) \\
\times \frac{u_{w, i+1}^{n+1,k} - u_{w, i+1}^{n,k}}{\Delta t} + \frac{\kappa_{w, i+1}^{n+1,k} (p_{w, i+1}^{n+1,k} - p_{w, i+1}^{n,k})}{\Delta z^2} \\
+ \gamma_w \left( w_{w, i+1}^{n+1,k} - w_{w, i+1}^{n,k} \right) \right) = 0
\end{align*}
\]

(28)

\[
\begin{align*}
\frac{b - n}{K_s} \left( w_{w, i+1}^{n+1,k} - w_{w, i+1}^{n,k} \right) + \frac{b - n}{K_s} w_{w, i+1}^{n+1,k} \left( p_{w, i+1}^{n+1,k} + n \left( \frac{dS_w}{dp_w} \right)_{i+1}^{n+1,k} \right) \\
\times \frac{p_{w, i}^{n+1,k} - p_{w, i}^{n}}{\Delta t} + b_{i+1}^{n+1,k} \left( u_{w, i+1}^{n+1,k} - u_{w, i+1}^{n,k} \right) \\
\times \frac{u_{w, i+1}^{n+1,k} - u_{w, i+1}^{n,k}}{\Delta t} + \frac{\kappa_{w, i+1}^{n+1,k} (p_{w, i+1}^{n+1,k} - p_{w, i+1}^{n,k})}{\Delta z^2} \\
+ \gamma_w \left( w_{w, i+1}^{n+1,k} - w_{w, i+1}^{n,k} \right) \right) = 0
\end{align*}
\]

(29)

\(K_w\) and \(\kappa_{nw}\) are the interblock hydraulic conductivity of the wetting and non-wetting phases, respectively and evaluated as the arithmetic mean as follows

\[
K_w := \kappa_w := \frac{K_w(z_i, t_n)}{\Delta z} \quad \kappa := w, nw
\]

(30)

To discretize the mechanical equation, the stress–strain relationship for a linear elastic porous medium is implemented in Eq. (18) and the resulting equation is integrated over each interval \((z_{i-1}, z_i)\), which leads to:

\[
\begin{align*}
K_{dr, i} \left( u_{w, i+1}^{n+1,k} - u_{w, i}^{n} \right) - K_{dr, i+1} \left( u_{w, i+1}^{n+1,k} - u_{w, i}^{n} \right) \\
- b \left( s_{w, i}^{n+1,k} + p_{w, i+1}^{n+1,k} \left( \frac{dS_w}{dp_w} \right)_{i+1}^{n+1,k} \right) \left( p_{w, i+1}^{n+1,k} - p_{w, i}^{n} \right) \\
+ b \left( s_{w, i}^{n+1,k} + p_{w, i}^{n+1,k} \left( \frac{dS_w}{dp_w} \right)_{i+1}^{n+1,k} \right) \left( p_{w, i+1}^{n+1,k} - p_{w, i}^{n} \right) \\
- b \left( 1 - s_{w, i}^{n+1,k} - p_{c, i+1}^{n+1,k} \left( \frac{dS_w}{dp_w} \right)_{i+1}^{n+1,k} \right) \left( p_{w, i+1}^{n+1,k} - p_{w, i}^{n} \right) \\
+ b \left( 1 - s_{w, i}^{n+1,k} - p_{c, i}^{n+1,k} \left( \frac{dS_w}{dp_w} \right)_{i+1}^{n+1,k} \right) \left( p_{w, i+1}^{n+1,k} - p_{w, i}^{n} \right) \\
= \rho_b f_{i+1}^{n+1,k} - f_i^n
\end{align*}
\]

(31)
3.1.2. Mixed form
In a similar manner, a mixed finite volume formulation for the coupled partial differential Eqs. (19)–(21), can be expressed as follows

\[
\left[ \frac{b - n}{K_t} + \frac{n}{K_{nw}} \right] \left( p_{n+1,k+1}^n - p_{nw}^n \right) + \left( \frac{b - n}{K_t} \left( 1 - S_{w,n}^{n+1,k} \right) \right) \left( \frac{dp_c}{dS_w} \right)_{n+1,k} - \left( \frac{b - n}{K_t} \right) \left( S_{w,n}^{n+1,k} \right) p_{c,n}^n + n \times \left( \frac{S_{w,n}^{n+1,k} - S_w^n}{\Delta t} \right) + \frac{b}{S_{w,n}^{n+1,k} \left( \frac{\Delta z}{\Delta t} \right)} + \left( \frac{K_m}{S_{w,n}^{n+1,k} \left( \frac{\Delta z}{\Delta t} \right)} \right) + K_{nw,n} \left( \frac{S_{w,n}^{n+1,k} - S_{w,n}^n}{\Delta t} \right) + \frac{\gamma_{nw}}{\Delta t} \left( \frac{S_{w,n}^{n+1,k} - S_{w,n}^n}{\Delta z} \right) = 0
\]

(32)

Finally, the system of algebraic equations can be written in the following matrix form:

\[
A \frac{dX}{dt} + BX = F
\]

(36)

where \( X = [p_{nw}, p_{nw}, u] \) in the pressure and modified Picard schemes and equal to \([p_{nw}, S_w, u]\) in the mixed form. A detailed explanation of the coefficients in the matrices \(A, B\) and \(F\) could be derived from the above equations.

3.2. Coupling schemes
The coupled system of equations presented above can be solved with two numerical solution algorithms: fully coupled approach and the sequential method. For the sequential coupling strategies, fixed-stress scheme has been developed in this section. In this approach, the rate of the volumetric stress \(\sigma_v\) is kept constant during the solution of the flow equations. By implementing Picard iteration to linearize the flow equations, we have [55]:

\[
\epsilon_v^{n+1,k+1} = \epsilon_v^{n+1,k} + \frac{b}{K_dr} \left( p_{nw}^{n+1,k+1} - p_{nw}^{n+1,k} \right)
\]

(37)

By introducing the above definition for the volumetric strain at the \((k+1)\)th iteration, the term \(\frac{\partial \epsilon_v}{\partial t}\) in the flow equations can be written as:

\[
\frac{\partial \epsilon_v}{\partial t} = \frac{\epsilon_v^{n+1,k+1} + \frac{b}{K_dr} \left( p_{nw}^{n+1,k+1} - p_{nw}^{n+1,k} \right) - \epsilon_v^{n+1,k}}{\Delta t}
\]

(38)

in the above equation, the term \(p\) should be substituted based on the selected primary variables. By solving the flow equations, the values for the fluid pressures and saturation are updated and then the displacements are being calculated from the mechanical equation. The flowchart of the fixed-stress split as an iteratively coupled scheme is shown in Fig. 2.

3.3. Mass balance calculations
One essential criterion to evaluate the numerical model is the global mass balance error which shows the difference between the total addition mass in the domain and the total net flux into the domain [24]. A cumulative mass balance error can be defined as follows [27]:

\[
\text{cumulative error (t)} = \left| 1 - \frac{M'_t - M'_0}{\sum_{\Delta t} M'_{in}} \right|
\]

(39)

where \(M'_t\) and \(M'_0\) are the \(x\)- fluid mass storage at time \(t\) and at initial, respectively, \(q_{in}^{n+1}\) is the total net flux of the \(x\)- phase into the domain during the time step. Wan calculated the global mass balance error for two cases of primary depletion and water flooding in deformable porous media to show good properties of global mass conservation of the proposed model [29].
4. Numerical results

The validity of the proposed models is examined through several examples, which cover most of the features in modeling the coupled two-phase flow in a poroelastic porous media. These features include: capillarity and gravity effects, compressibility of the fluid phases, water-oil and water-gas systems, the conditions near the residual saturation and the fully saturated and different boundary conditions for both the flow equations and the mechanics.

The first and second examples are the benchmark problems and show the potential of the model in the case of unsaturated deforming porous media [6,7,51]. The third and fourth problems involve an incompressible water/oil system, initially saturated with the non-wetting and wetting fluid phases, respectively [27,59,60]. In the first part, numerical modeling of different forms of the governing equations are studied and the advantages and disadvantages of each model have been discussed. In the second part different coupling schemes including fully coupled and iteratively coupled (fixed-stress) are analyzed to assess their CPU time, total iterations and the value of RMSE (root mean square errors) for pressures, saturation and displacement relative to the fully coupled approach.

In this study, all of the numerical codes have been developed in Fig. 2. Flowchart of the fixed-stress splits for the different forms of the governing equations.
MATLAB 6.0 software and have been simulated using a serial code on an Intel® Core™ i5 CPU M540@ 2.53 GHz processor with 6 GB RAM.

4.1. Model verification and a comparison of numerical algorithms

In this section, the first and second examples have been tested by comparison against solutions which reported in the references and for the Mcwhorter problems [59], comparisons are made with the result of the analytical solutions in the rigid porous media.

4.1.1. Liakopoulos experiment: Sand column drainage

The first example is based on an experiment performed by Liakopoulos [56] which involves desaturation of a soil column due to gravitational effect. This test case has been used as a benchmark in the literature for validation of multiphase fluid flow in a deformable porous media [9,19,20,22,23]. In this experiment, a vertical soil column with a height of 1 m, consisting of Del Monte sand, is instrumented to measure moisture pressure during transient water flow. Before the start of the drainage process, a fully saturated initial condition was imposed by establishing uniform flow through a soil profile. In order to achieve this condition in the laboratory, constant water inflow and free drainage condition are applied at the top and bottom surfaces, respectively. When the measurements show zero pore pressure within the specimen, water inflow is stopped and drainage takes place through the drainage process. Hence, pore water pressure at the bottom is put equal to zero (i.e., the atmospheric pressure). Also, during the experiment both ends of the specimen are exposed to the atmospheric pressure, so there would be zero air pressure at the upper and lower boundaries. For the displacement field, traction-free boundary condition is applied on the top surface and vertical displacement is constrained at the bottom. The side walls are rigid and impermeable so the example can be solved as a one-dimensional problem. Configuration of the problem with assumed boundary conditions before and at the beginning of the experiment is shown in Fig. 3. The initial condition prior to the start of the experiment has been illustrated in Fig. 3a. At this stage the water pressure throughout the column is equal to zero. Also in Fig. 3b the boundary condition at the initial and during the simulation is shown. In this figure, interruption of inflow at the top of the specimen has been represented with the impervious boundary condition.

The constitutive relationships for the water degree of saturation and the water relative permeability, which were experimentally determined by Liakopoulos, are shown in the following equations:

\[ S_w = 1 - 1.9722 \times 10^{-11} p_c^{2.4279} \]  
\[ k_{rw} = 1 - 2.207(1 - S_w)^{1.0121} \]

Also for this two-phase flow simulation, dependency of gas relative permeability on water saturation is described by Brooks–Corey model [57]

\[ k_{rg} = (1 - S_e)^\lambda \left(1 - S_w^{2/\lambda}\right) \]

\[ S_e = \frac{S_w - S_{rw}}{1 - S_{rw}} \]

where \( S_e \) is the effective saturation, \( S_{rw} \) is the residual water saturation and \( \lambda \) is the pore size distribution index. In addition, to solve the problem in fully saturated condition, the gas relative permeability is limited to a minimum value of 0.0001 [7,51]. This assumption implies that both water and airflow exist and the air phase continuity equation is always maintained [7]. Eqs. (40)–(42) have been illustrated in Figs. 4–6, respectively. Parameters of the hydraulic functions and properties of the material are summarized in Table 1. Since in this problem gas pressure changes are small in comparison to atmospheric pressure, the constant bulk modulus equal to the atmospheric pressure is assumed. Indeed in this example, the values of the air compressibility varies in the range of \( 10^{-5} \) to \( 1.064 \times 10^{-5} \) and this limited range of changes justifies this assumption. To improve accuracy, the solution domain is discretized into a fine grid with 100 nodes. Also an adaptive time

![Fig. 3. Liakopoulos experiment: configuration of the problem with assumed boundary conditions (a and b).](image)

![Fig. 4. Liakopoulos experiment: capillary pressure vs. water saturation (Eq. 40).](image)

![Fig. 5. Liakopoulos experiment: water relative permeability vs. water saturation (Eq. 41).](image)
stepping strategy similar to that suggested in [58] was applied. According to the number of iterations, if more than 8 iterations were required for convergence at the previous time step, the next time step is reduced by 5%, while for the Picard iterations of less than 4 it is increased 5%. The time-step size of 0.5 s is assumed initially which updated automatically during the course of the computation. Run-time information of the adaptive time-stepping method was performed by using the Brooks–Corey hydraulic function as follows [57]:

\[
S_e = \begin{cases} 
S_{mw} + \left(1 - S_{mw}\right)\left(p_i/p_d\right)^{-\lambda} & \text{if } p_i < p_d \\
1 & \text{if } p_i \geq p_d
\end{cases}
\]

\[
k_{rw} = S_{mw}^{2-2\lambda/\lambda}
\]

\[
k_{rg} = \left(1 - S_e\right)^2 \left(1 - S_{mw}^{2\lambda/\lambda}\right)
\]

Table 1
Material properties of the Liakopoulos test.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic permeability</td>
<td>( k = 4.5 \times 10^{-15} ) m²</td>
</tr>
<tr>
<td>Viscosity of water</td>
<td>( \mu_w = 0.001 ) Pa s</td>
</tr>
<tr>
<td>Viscosity of air</td>
<td>( \mu_a = 1.8 \times 10^{-5} ) Pa s</td>
</tr>
<tr>
<td>Solid phase density</td>
<td>( \rho_s = 2000 ) kg/m³</td>
</tr>
<tr>
<td>Water density</td>
<td>( \rho_w = 1000 ) kg/m³</td>
</tr>
<tr>
<td>Air density</td>
<td>( \rho_a = 1.2 ) kg/m³</td>
</tr>
<tr>
<td>Biot coefficient</td>
<td>( \alpha = 1 )</td>
</tr>
<tr>
<td>Porosity</td>
<td>( \phi = 0.2975 )</td>
</tr>
<tr>
<td>Bulk modulus of solid phase</td>
<td>( K_S = 1 \times 10^{12} ) Pa</td>
</tr>
<tr>
<td>Bulk modulus of water</td>
<td>( K_w = 2 \times 10^{10} ) Pa</td>
</tr>
<tr>
<td>Bulk modulus of air</td>
<td>( K_a = 0.1 \times 10^6 ) Pa</td>
</tr>
<tr>
<td>Pore size distribution index</td>
<td>( j = 3 )</td>
</tr>
<tr>
<td>Residual water saturation</td>
<td>( S_{rw} = 0.2 )</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>( E = 1.3 \times 10^{10} ) Pa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>( \nu = 0.4 )</td>
</tr>
<tr>
<td>Gravitational acceleration</td>
<td>( g = 9.81 ) m/s²</td>
</tr>
<tr>
<td>Atmospheric pressure</td>
<td>( \rho_{atm} = 0 ) Pa</td>
</tr>
</tbody>
</table>

Table 2
Run-time information for the adaptive time-stepping method for the pressure based and modified Picard methods.

<table>
<thead>
<tr>
<th></th>
<th>t = 5 min</th>
<th>t = 10 min</th>
<th>t = 20 min</th>
<th>t = 30 min</th>
<th>t = 60 min</th>
<th>t = 120 min</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pressure based method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NI</td>
<td>875</td>
<td>1026</td>
<td>1240</td>
<td>1804</td>
<td>3442</td>
<td>5132</td>
</tr>
<tr>
<td>NTS</td>
<td>221</td>
<td>273</td>
<td>307</td>
<td>376</td>
<td>616</td>
<td>851</td>
</tr>
<tr>
<td>( \Delta t_{max} )</td>
<td>3.041</td>
<td>13.142</td>
<td>13.593</td>
<td>7.345</td>
<td>9.444</td>
<td>22.248</td>
</tr>
<tr>
<td><strong>Modified Picard method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NI</td>
<td>333</td>
<td>396</td>
<td>477</td>
<td>555</td>
<td>719</td>
<td>875</td>
</tr>
<tr>
<td>NTS</td>
<td>97</td>
<td>118</td>
<td>138</td>
<td>157</td>
<td>201</td>
<td>244</td>
</tr>
<tr>
<td>( \Delta t_{max} )</td>
<td>8.068</td>
<td>22.477</td>
<td>31.627</td>
<td>31.627</td>
<td>56.798</td>
<td>123.983</td>
</tr>
</tbody>
</table>

* NI is the total number of iterations during the simulation.
* NTS is the total number of timesteps during the simulation.

Fig. 6. Liakopoulos experiment: gas relative permeability vs. effective saturation (Eq. 42).
in which the residual water saturation $S_{rw} = 0.3966$, the air-entry pressure $p_d = 225 \times 10^3$ Pa and $k$, the pore size distribution index is 3. The number of nodes of 20 and time step of 1 s, are chosen in this simulation. The resulting profiles of water pressure, water
These results could also be compared with the results of [51] which show very good agreement with the results reported in Ref. [6]. The profiles obtained with the FVM, for these forms of equations, the comparison with these references shows the negligible effect of the gravity in the final results. In this partially saturated condition all of these schemes are stable and convergent.

Despite stability and convergence properties, these schemes are evaluated in terms of mass balance error to examine acceptability and solution accuracy. The mass balance errors of the pressure form, modified Picard and the mixed form for different time steps during the simulation are summarized in Table 4. As the results show, for the pressure form, mass balance errors are about 5%. The modified Picard method and the mixed form pose very good mass balance properties. In Table 4, by increasing the time step, the cumulative mass balance errors improve. This occurs because on the first time step of the simulation, there is an inconsistency between boundary and initial conditions, which might make a relatively large incremental mass balance error. This value at the first time step will increase by decreasing the time step size and affects the cumulative mass balance error during the simulation.

4.1.3. Mcwhorter and Suanda problem: Initially saturated with an incompressible non-wetting fluid

Mcwhorter and Suanda [60] have developed an exact integral solution for unsteady two phase flow, in a one-dimensional horizontal system. In this process of unidirectional displacement of oil by water, capillary pressure is considered but gravity is neglected. In order to examine the coupled solution of fluid flow and geomechanics, the porous medium is considered deformable. In this example, the mechanical properties which are applied to the poroelastic media are listed in Table 5. Other hydraulic parameters and relationships are assumed as [27,60]. As mentioned in [60], the right boundary is closed and not affected by the inflow. So it could be assumed as a non-conductive boundary. As shown in Fig. 15, the Dirichlet boundary conditions are imposed to the left boundary condition. For the mechanical problem, zero displacement is considered at both ends. In this situation the length of the specimen is fixed. The column is initially saturated with non-wetting fluid, but to avoid numerical instability, water saturation at the initial condition is assumed 0.01 as [60]. It should be mentioned that both fluid phases are considered incompressible. To consider the incompressibility of the fluids, the inverse of the bulk modulus (i.e. fluid compressibility) is set equal to zero. To implement it, the terms including bulk modulus of the fluids \( k_\text{f} \) and \( k_\text{w} \) have been removed from the general equations. The domain is discretized into 80 control volumes and the time discretization is based on the implicit Euler method. Because of

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic permeability</td>
<td>( k = 0.46 \times 10^{-11} \text{ m}^2 )</td>
</tr>
<tr>
<td>Viscosity of water</td>
<td>( \mu_w = 0.001 \text{ Pa s} )</td>
</tr>
<tr>
<td>Viscosity of air</td>
<td>( \mu_s = 0.001 \text{ Pa s} )</td>
</tr>
<tr>
<td>Solid phase density</td>
<td>( \rho_s = 2000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>Water density</td>
<td>( \rho_w = 1000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>Air density</td>
<td>( \rho_a = 1.22 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>Biot coefficient</td>
<td>( x = 1.0 )</td>
</tr>
<tr>
<td>Porosity</td>
<td>( \phi = 0.3 )</td>
</tr>
<tr>
<td>Bulk modulus of solid phase</td>
<td>( K_s = 0.14 \times 10^{10} \text{ Pa} )</td>
</tr>
<tr>
<td>Bulk modulus of water</td>
<td>( K_w = 0.43 \times 10^{13} \text{ Pa} )</td>
</tr>
<tr>
<td>Bulk modulus of air</td>
<td>( K_a = 0.1 \times 10^9 \text{ Pa} )</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>( E = 6 \times 10^9 \text{ Pa} )</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>( \sigma = 0.4 )</td>
</tr>
<tr>
<td>Atmospheric pressure</td>
<td>( p_{atm} = 101.325 \times 10^5 \text{ Pa} )</td>
</tr>
</tbody>
</table>

saturation and vertical displacements for mixed, modified Picard and pressure forms of multiphase flow, are shown in Figs. 12–14. The profiles obtained with the FVM, for these forms of equations, show very good agreement with the results reported in Ref. [6]. These results could also be compared with the results of [51] which have solved the problem with the assumption of imposed gravity, the comparison with these references shows the negligible effect.
the zero-displacement boundary conditions and the poroelastic model used for this study, deformation is only caused by the pressure gradient and the resulting solutions are very smooth. In this way, the solutions of the flow equations (i.e. pressures and saturation) are not significantly affected by geomechanical deformations. So the numerical models are compared with the

Fig. 12. Partially saturated consolidation problem: mixed, modified Picard and pressure forms of numerical solutions for the pore water pressure.

Fig. 13. Partially saturated consolidation problem: mixed, modified Picard and pressure forms of numerical solutions for water saturation.

Fig. 14. Partially saturated consolidation problem: mixed, modified Picard and pressure forms of numerical solutions for the vertical displacements.
quasi-analytical solution of Ref. [60] at three selected time intervals. Fig. 16 shows accurate solutions for all forms of the discretized methods discussed above. Also for the displacement as shown in Fig. 17, the compaction and dilation occur behind and ahead of the water front, respectively.

Furthermore, in order to check the mass balance accuracy, water mass balance errors for two different mesh sizes with 80 and 20 nodes are listed in Tables 6 and 7, respectively. In Table 6, time step size varies between 0.01 s to 1 s in the first 10 s to guarantee the convergence of the solution and remains constant during the simulation. In Table 7, two time step size of 5 and 10 s are considered throughout the computation. The result indicates that for the pressure form, a small time step and a fine grid are required to obtain an accurate mass balance and for larger time steps, the mass balance error exceeded 15%. While the two other schemes yield superior mass balance results, even for large time steps and grid sizes.

![Fig. 15. Sketch of the problem setup for the Mcwhorter problem.](image)

![Fig. 16. Mcwhorter problem: saturation profiles at three selected times for pressure form, modified Picard, mixed form and analytical solutions.](image)

![Fig. 17. Mcwhorter problem: displacement at t = 1000 s for pressure form, modified Picard and mixed form.](image)

![Table 5. Mcwhorter problem: hydraulic and mechanical parameters of the porous medium (test case 3).](table)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic permeability</td>
<td>( k = 10^{-10} \text{ m}^2 )</td>
</tr>
<tr>
<td>Viscosity of water</td>
<td>( \mu_w = 0.001 \text{ Pa s} )</td>
</tr>
<tr>
<td>Viscosity of oil</td>
<td>( \mu_{wo} = 0.001 \text{ Pa s} )</td>
</tr>
<tr>
<td>Water density</td>
<td>( \rho_w = 1000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>Oil density</td>
<td>( \rho_{wo} = 1000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>Biot coefficient</td>
<td>( \alpha = 1.0 )</td>
</tr>
<tr>
<td>Porosity</td>
<td>( \phi = 0.3 )</td>
</tr>
<tr>
<td>Young's modulus</td>
<td>( E = 5 \times 10^6 \text{ Pa} )</td>
</tr>
<tr>
<td>Poisson's ratio</td>
<td>( \nu = 0.4 )</td>
</tr>
<tr>
<td>Residual water saturation</td>
<td>( S_{rw} = 0 )</td>
</tr>
<tr>
<td>Residual oil saturation</td>
<td>( S_{rnw} = 0 )</td>
</tr>
<tr>
<td>Entry pressure</td>
<td>( p_e = 5000 \text{ Pa} )</td>
</tr>
<tr>
<td>Pore size distribution index</td>
<td>( \lambda = 2 )</td>
</tr>
</tbody>
</table>

![Table 6. Mcwhorter problem: water mass balance errors for the pressure form, modified Picard and the mixed form (N = 80).](table)

<table>
<thead>
<tr>
<th>Simulation time</th>
<th>100 s</th>
<th>500 s</th>
<th>1000 s</th>
<th>4000 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure form</td>
<td>0.03641</td>
<td>0.02102</td>
<td>0.01565</td>
<td>0.00769</td>
</tr>
<tr>
<td>Modified Picard</td>
<td>0.00041</td>
<td>0.00034</td>
<td>0.00012</td>
<td>0.00036</td>
</tr>
<tr>
<td>Mixed form</td>
<td>0.00048</td>
<td>0.00005</td>
<td>0.000049</td>
<td>0.000041</td>
</tr>
</tbody>
</table>

![Table 4. Partially saturated consolidation problem: Mass balance errors for the pressure form, modified Picard and the mixed form.](table)

<table>
<thead>
<tr>
<th>Simulation time</th>
<th>100 s</th>
<th>864 s (0.01 day)</th>
<th>8640 s (0.1 day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure form</td>
<td>0.0553</td>
<td>0.0437</td>
<td>0.034</td>
</tr>
<tr>
<td>Modified Picard</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0001</td>
</tr>
<tr>
<td>Mixed form</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0009</td>
</tr>
</tbody>
</table>
4.1.4. Mcwhorter problem: Initially saturated with an incompressible wetting fluid

In this example, Mcwhorter problem is considered for the case in which the column is initially saturated with the wetting phase \([27,59]\). In this model, the oil phase infiltration through the deformable soil column with the length of 10 m has been simulated. For the left boundary condition at oil infiltration point, water saturation is equal to 0.525 and no water flow condition is prescribed. Also for the mechanical problem, the same boundary conditions are employed as in the last test case. The fluid and solid matrix properties are summarized in Table 8. The domain is subdivided into 50 control volumes and the time discretization is done with constant time step of 100 s. Fig. 18 illustrates the agreement between the numerical models and analytical solution for the distribution of fluid saturations in the column at various times for all of the three schemes.

As the previous examples, mass balance analysis has been performed for the different strategies with various mesh sizes and time steps. As a result, the maximum mass balance error for the mixed form and the modified Picard scheme is limited to 0.1%, throughout the simulation, while for the pressure form it exceeds 5%.

4.2. Comparison of the coupling schemes

In this section the fixed-stress algorithm has been implemented to the finite volume simulator for the different forms of the equations. Accuracy, rate of convergence and efficiency of this iterative-coupled method have been investigated. For this purpose, two kinds of boundary conditions have been considered for the mechanical equation. First is the boundary condition in which the vertical load is constant. According to this assumption and under uniaxial strain condition, the volumetric strain is equal to the vertical strain and can be obtained in terms of the average pore pressure from the mechanical equation. For the boundary condition type 2, vertical displacement is imposed on both ends of the geomechanical domain. In this kind of boundary condition the vertical stress is calculated from the boundary values of the displacement and the pressure variation through the domain \([54]\). The first and second test cases in this study including Liakopoulos \([7,51]\) drainage test and the partially saturated consolidation problem \([6,51]\), have been simulated using a boundary condition type one due to the prescribed vertical traction. While, in both Mcwhorter problems \([59]\), boundary condition type 2 (constant vertical displacement) is assumed and imposed. To perform comparative analysis between coupling schemes, the partially saturated consolidation problem and the Mcwhorter problem (Initially saturated

---

Table 7
Mcwhorter problem: water mass balance errors for the pressure form, modified Picard and the mixed form \((N = 20)\).

<table>
<thead>
<tr>
<th>Simulation time</th>
<th>100 s</th>
<th>500 s</th>
<th>1000 s</th>
<th>4000 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time step</td>
<td>5 s</td>
<td>10 s</td>
<td>5 s</td>
<td>10 s</td>
</tr>
<tr>
<td>Pressure form</td>
<td>0.1524</td>
<td>0.1831</td>
<td>0.114</td>
<td>0.06975</td>
</tr>
<tr>
<td>Modified Picard</td>
<td>0.00033</td>
<td>0.00035</td>
<td>0.0004</td>
<td>0.00043</td>
</tr>
<tr>
<td>Mixed form</td>
<td>0.00018</td>
<td>0.00024</td>
<td>0.0003</td>
<td>0.00031</td>
</tr>
</tbody>
</table>

---

Table 8
Mcwhorter problem: hydraulic and mechanical parameters of the porous medium (test case 4).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic permeability</td>
<td>(k = 5 \times 10^{-11} \text{ m}^2)</td>
</tr>
<tr>
<td>Viscosity of water (\mu_w)</td>
<td>0.001 Pa s</td>
</tr>
<tr>
<td>Viscosity of oil (\mu_v)</td>
<td>0.0005 Pa s</td>
</tr>
<tr>
<td>Water density (\rho_w)</td>
<td>1000 kg/m$^3$</td>
</tr>
<tr>
<td>Oil density (\rho_v)</td>
<td>1000 kg/m$^3$</td>
</tr>
<tr>
<td>Biot coefficient (\alpha)</td>
<td>1.0</td>
</tr>
<tr>
<td>Porosity (\psi)</td>
<td>0.35</td>
</tr>
<tr>
<td>Young’s modulus (E)</td>
<td>5 \times 10^8 Pa</td>
</tr>
<tr>
<td>Poisson’s ratio (\nu)</td>
<td>0.4</td>
</tr>
<tr>
<td>Residual water saturation</td>
<td>(S_{rw} = 0.05)</td>
</tr>
<tr>
<td>Residual oil saturation</td>
<td>(S_{rn} = 0.05)</td>
</tr>
<tr>
<td>Entry pressure (p_1)</td>
<td>2000 Pa</td>
</tr>
<tr>
<td>Pore size distribution index</td>
<td>(i = 2)</td>
</tr>
</tbody>
</table>

---

Fig. 18. Mcwhorter problem: effective saturation profiles at selected times for pressure form, modified Picard, mixed form and analytical solutions.
with the non-wetting phase) are used for the boundary conditions type 1 and 2, respectively.

4.2.1. Boundary condition type 1: Partially saturated consolidation problem

The run-time information and accuracy of the results for the pressure form, mixed form and modified Picard linearization are presented in Tables 9 and 10, respectively. For the results listed in these two tables, simulations have been performed with a time step of 0.1 s, with 80 control volumes and at time \( t = 0.1 \) day. The number of total iterations of the iteratively coupled method, for all of the numerical schemes are fewer than the fully coupled method. Since, the fixed-stress split supposes that the rate of the volumetric stress is constant during the flow step, for the boundary condition type 1, this restriction is satisfied automatically. So, the problem converges with less iteration numbers than the fully coupled method. As a consequence, CPU time decreases significantly due to the less number of iterations and the matrices with smaller dimensions.

In Table 10, root mean square errors (RMSE) of the pressures, saturation and displacement values are calculated to compare the sequential methods with the fully coupled solution. As the results indicate, all of the numerical models are very accurate.

4.2.2. Boundary condition type 2: Mcwhorter problem (Initially saturated with the non-wetting phase)

In the following simulations, results are obtained at \( t = 1000 \) s, with a time step which varies between 0.01 s to 1 s in the first 10 s and then remains constant. Also 80 nodes are considered for spatial discretization. As shown in Table 11, the iteratively coupled methods required less number of iterations to converge, in all of the cases. The resulting large sparse and ill-posed matrix obtained from the fully coupled method incurs higher computational cost especially in terms of CPU time. The values of RMSE in Table 12, show that the iteratively coupled solution predicts the same result as the fully coupled method and retains accuracy for all of the numerical methods.

5. Conclusions

In this study, three forms of the coupled multiphase flow and geomechanics including pressure form, mixed form and modified Picard linearization are developed and assessed. A finite volume method is used to enforce local conservation for discretization of the governing equations. Although, these forms of equations are mathematically equivalent, they lead to different numerical results. Therefore, these models have been studied according to the different aspects such as stability, convergence and mass conservation. The mass conservation is the issue which has not been investigated in the case of the deformable porous media. The proposed models are verified against different examples. Also, an iterative coupling technique based on fixed-stress algorithm is employed to solve the coupled equations. The fully coupled and the iteratively coupled methods have been compared with two types of boundary conditions for the mechanical equation. From these test cases, the following conclusions can be drawn:

- The choice of water degree of saturation in the mixed form, as a primary variable leading to convergence problems in transition from saturated to unsaturated regimes. The pressure form and the mixed form with a modified Picard linearization show good convergence even near the fully saturated conditions.
- Despite the pressure form has been widely used in the geotechnical engineering, it provides poor mass balance, while the two other methods exhibited excellent mass balance accuracy over any spatiotemporal mesh in all of the test cases.
- A comparison analysis for the fixed-stress split as an iteratively coupled method demonstrated the accuracy, robustness and efficiency of this method due to the reduced CPU time and low values of RMSE. So this method is also highly recommended in the case of multiphase fluid.

### Table 9
<table>
<thead>
<tr>
<th>Comparison factors</th>
<th>Iteratively coupled method</th>
<th>Fully coupled method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pressure form</td>
<td>Modified Picard</td>
</tr>
<tr>
<td>Total iteration</td>
<td>86,894</td>
<td>86,899</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>407.76</td>
<td>461.02</td>
</tr>
</tbody>
</table>

### Table 10
<table>
<thead>
<tr>
<th>Comparison factors</th>
<th>Iteratively coupled method</th>
<th>Fully coupled method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pressure form</td>
<td>Modified Picard</td>
</tr>
<tr>
<td>RMSE-( p_\text{w} ) (Pa)</td>
<td>0.3688</td>
<td>4.6203</td>
</tr>
<tr>
<td>RMSE-( p_\text{nw} ) (Pa)</td>
<td>0.0007</td>
<td>0.0088</td>
</tr>
<tr>
<td>RMSE-( S_w )</td>
<td>2.57E-07</td>
<td>3.2E-06</td>
</tr>
<tr>
<td>RMSE-( u ) (m)</td>
<td>6.15E-09</td>
<td>3.98E-08</td>
</tr>
</tbody>
</table>

### Table 11
<table>
<thead>
<tr>
<th>Comparison factors</th>
<th>Iteratively coupled method</th>
<th>Fully coupled method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pressure form</td>
<td>Modified Picard</td>
</tr>
<tr>
<td>Total iteration</td>
<td>2067</td>
<td>2045</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td>6.28</td>
<td>6.22</td>
</tr>
</tbody>
</table>
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